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Introduction to ETRI
Introduction to ETRI

Video link: https://www.youtube.com/watch?v=_xxtuBI54DA&t=137s 

http://www.youtube.com/watch?v=_xxtuBI54DA&t=137
https://www.youtube.com/watch?v=_xxtuBI54DA&t=137s
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ETRI Location
Introduction to ETRI
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ETRI People
Introduction to ETRI
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Major Achievements
Introduction to ETRI
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Research Organization
Introduction to ETRI
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ETRI Companies
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What is Foundation Model?
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Definition
● A foundation model is any model that is,

1) trained on broad data at scale based on deep neural networks,
2) self-supervised or semi-supervised learning
3) can be adapted (e.g., fine-tuned) to a wide range of downstream tasks.

● The sheer scale and scope of foundation models over the last few years 
have stretched our imagination of what is possible.

● GPT-3 has 175 billion parameters and can be adapted via natural language 
prompts to do a passable job on a wide range of tasks despite not being 
trained explicitly to do many of those tasks.

What is Foundation Model?
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Traditional AI Models
What is Foundation Model?

Korean-English 
Dataset

Korean-English 
Translation 

Model

train

Korean sentence

English sentence

(Mainly) “Supervised Learning”
“Can do only the trained things” (Task first, Then build)
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Foundation Models

Build first, Then use.

What is Foundation Model?

Self-Supervised Learning

Large-scale 
Heterogeneous Data

Multi-Task
Transfer
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Characteristics of Foundation Models
● Multitask & Generalization

“Can effectively be adapted to novel tasks…”

● In-Context Learning
“With no further training e.g. fine-tuning”

○ Zero-Shot, Few-Shot “with task descriptions or with some task examples” 
○ Prompt Engineering

● Emergent Capabilities from Larger Models
“An ability is emergent if it is not present in smaller models but is present in 

larger models.”

What is Foundation Model?
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Representative Foundation Models
What is Foundation Model?

GPT-3
ChatGPT (‘22~)
GPT-4
GPT-4v

LLaMA Family
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What ChatGPT can do…

(https://www.leewayhertz.com/chatgpt-enterprise-usecases-and-solutions/)

https://www.leewayhertz.com/chatgpt-enterprise-usecases-and-solutions/


© Minsu Jang, ETRI, 2023 16

Model Size

https://epochai.org/blog/machine-learning-model-sizes-and-the-parameter-gap  

What is Foundation Model?

1조

https://epochai.org/blog/machine-learning-model-sizes-and-the-parameter-gap


© Minsu Jang, ETRI, 2023 17

Model Size

https://huggingface.co/blog/large-language-models   

What is Foundation Model?

https://huggingface.co/blog/large-language-models
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Data Size (Vision)

https://epochai.org/blog/trends-in-training-dataset-sizes#dataset-size-trends

What is Foundation Model?

https://epochai.org/blog/trends-in-training-dataset-sizes
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Data Size (Language)

https://epochai.org/blog/trends-in-training-dataset-sizes#dataset-size-trends

What is Foundation Model?

https://epochai.org/blog/trends-in-training-dataset-sizes
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Data Size Growth

https://epochai.org/blog/trends-in-training-dataset-sizes 

Vision Language

What is Foundation Model?

https://epochai.org/blog/trends-in-training-dataset-sizes
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Emergence of Capabilities

Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.

In-context learning performance on a simple task requiring the model to remove random symbols from a word

What is Foundation Model?
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Emergence of Capabilities

Wei, Jason, et al. "Emergent abilities of large language models." arXiv preprint arXiv:2206.07682 (2022).

What is Foundation Model?
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Studies on Foundation Models
● Prompt Engineering

○ Chain-of-Thought, Tree-of-Thought, React, Emotion Prompt etc.
● Emergent capabilities

○ Planning, mathematical reasoning etc.
● Optimizations

○ Size, Speed, Context Length etc.
● Extensions

○ Retrieval Augmented Generation
○ Vision Language Models

● Applications
○ Education, Law, Medical, Entertainment, Robotics etc.

What is Foundation Model?
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Foundation Models for Robots

command

Plan

Execute
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Models

Model Creator Year Description
Openness

model code data

SayCan
Robotics at Google,

Everyday Robotics
2022

Task Planning from Natural 

Language Commands 
X O X

ChatGPT 

for 

Robotics

Microsoft 2023
Robot Programming from Natural 

Language Commands
X O X

RT-1 Google Deepmind 2022
Robot Control from 

Vision-Language-Action 
O O O

PaLM-E
Robotics at Google,

TU Berlin, Google Research
2023

Task Planning from 

Vision-Language
X X X

RT-2 Google Deepmind 2023
Robot Control from 

Vision-Language-Action
X X X

Foundation Models for Robots
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Language Models as Zero-Shot Planners
Foundation Models for Robots → Language Models as Zero-Shot Planners

Huang, Wenlong, et al. "Language models as zero-shot planners: Extracting actionable knowledge for embodied agents." International Conference on Machine Learning. PMLR, 2022.

● The paper shows a surprising finding that pre-trained causal LLMs can 
decompose high-level tasks into sensible mid-level action plans.

● Mapping each step into executable actions
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Overview
Foundation Models for Robots → Language Models as Zero-Shot Planners

Video link: https://www.youtube.com/watch?v=CkyugWI3_fc 

http://www.youtube.com/watch?v=CkyugWI3_fc
https://www.youtube.com/watch?v=CkyugWI3_fc
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Task Planning in the Past…
● You define a task domain including predicates, actions.
● You give a command by formally specifying objects and a goal.

Domain specification in PDDL Planning by Logical Reasoning, Search etc.
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Task Planning in the Past
● The planning models should be engineered by human.

○ The world model is in the human minds. 
● The model is closed-world.

○ The model can be extended only with human engineering.
● Logical and semantic errors occur, and they are very hard to debug.
● Interaction needs dedicated translations from NL→FL and FL→NL.

Human Brain

Domain Knowledge,
Commonsense,

Knowledge Engineering,
World Model,
Requirements,

etc.

Knowledge
Representation

And
Programming

Planning System

Infeasible...
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Plans from different language models

Huang, Wenlong, et al. "Language models as zero-shot planners: Extracting actionable knowledge for embodied agents." International Conference on Machine Learning. PMLR, 2022.

Foundation Models for Robots → Language Models as Zero-Shot Planners
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Promoting Executability
Foundation Models for Robots → Language Models as Zero-Shot Planners

Video link: https://wenlong.page/language-planner/static/images/action-translation-animated.mp4 

https://wenlong.page/language-planner/static/images/action-translation-animated.mp4


© Minsu Jang, ETRI, 2023 32

Performance for different models
Foundation Models for Robots → Language Models as Zero-Shot Planners
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Task Planning Today
● The planning models are embedded somehow in the foundation models.

○ How to do a task in which conditions... & why should it be done.
● The model is open-world.
● Interaction in natural language!
● Errors occur, very hard to debug.

Foundation Models

Domain Knowledge,
Commonsense,

Knowledge Engineering,
World Model,
Requirements,

etc.

Zero-Shot, Few-Shot
In-Context Learning

Plans

Very feasible...

Human
● Executability
● Multi-modality
● Grounded reasoning
● Connecting 

Low-level skills
● Uncertainty
● etc.

To the Next Level!
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• Long-Horizon Task Planning using a LLM (GPT-3, FLAN, PaLM)

• Promoting Plan Validity by Visual Grounding and Affordance Estimation

Google SayCan (2022)
Foundation Models for Robots → Google SayCan

https://say-can.github.ioBrohan, Anthony, et al. "Do as i can, not as i say: Grounding language in robotic affordances." Conference on Robot Learning. PMLR, 2023.

video link: https://say-can.github.io/img/demo_sequence_compressed.mp4 

https://docs.google.com/file/d/1fOCpGCzhLC_YGm7RW2atn9zkefiMRJ16/preview
https://say-can.github.io/
https://say-can.github.io/img/demo_sequence_compressed.mp4
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System Overview
LLM-based Step-by-Step Action Selection Visually Grounded Affordance Estimation

Foundation Models for Robots → Google SayCan



© Minsu Jang, ETRI, 2023 36

System Overview
Foundation Models for Robots → Google SayCan
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Robot: Hi there, I’m a robot operating in an office kitchen. You can ask me to do various tasks and I’ll tell you the sequence 
of actions I would do to accomplish your task.
The following objects are in the scene: 7up, apple, tea, multigrain chips, kettle chips, jalapeno chips, rice chips, coke, 
grapefruit soda, Pepsi, Redbull, energy bar, lime soda, sponge, and water bottle. The following locations are in the scene: 
close counter, far counter, table, you, trash, bowl.

Human: Hold the sponge
Robot: 1. pick up the sponge, 2. done.

Human: Put the kettle chips here
Robot: 1. put down the kettle chips, 2. done.

Human: Move the grapefruit drink from the table to the close counter
Robot: 1. find a grapefruit soda, 2. pick up the grapefruit soda, 3. go to the counter, 4. put down the grapefruit soda, 5. 
done.

Human: Bring me some snacks
Robot: 1. find a jalapeno chips, 2. pick up the jalapeno chips, 3. bring it to you, 4. put down the jalapeno chips, 5. find an 
apple, 6. pick up the apple, 7. bring it to you, 8. put down the apple, 9. done. 

Human: Bring me something that isn’t a fruit
Robot: 1. find an energy bar, 2. pick up the energy bar, 3. bring it to you, 4. put down the energy bar, 5. Done.

……

Human: Put the rice chips in the bowl and then move the tea to the table
Robot: 1. 

SayCan Prompt
Role Description

Context Info.

In-Context 
Examples

Plan Request

Foundation Models for Robots → Google SayCan
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Evaluation: Environments and Instructions
Foundation Models for Robots → Google SayCan
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Evaluation: Metrics
Foundation Models for Robots → Google SayCan

● Plan Success Rate
○ This measures whether the skills selected by the model are correct for the 

instruction, regardless of whether or not they actually successfully executed.
○ We ask 3 human raters to indicate whether the plan generated by the model can 

achieve the instruction, and if 2 out of 3 raters agree that the plan is valid, it is 
marked a success.

● Execution Success Rate
○ This measures whether the full PaLM-SayCan system actually performs the desired 

instruction successfully.
○ We ask 3 human raters to watch the robot execution. The raters are asked to answer 

the question “whether the robot achieves the task specified by the task string?” We 
mark an execution successful if 2 out of 3 raters agree that it is successful.
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Performance
Foundation Models for Robots → Google SayCan
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Sample Execution
Foundation Models for Robots → Google SayCan
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New Capabilities
Foundation Models for Robots → Google SayCan

● Easily expandable by extending the skill set
● Improved performance simply by prompt engineering

● Multilingual commands can be processed
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Google Inner Monologue (2022)
Foundation Models for Robots → Inner Monologue

● Improving performance of LLM-based planner by feedback from vision and 
human

Huang, Wenlong, et al. "Inner monologue: Embodied reasoning through planning with language models." arXiv preprint arXiv:2207.05608 (2022).
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Sources of feedback
Foundation Models for Robots → Inner Monologue

● Passive Scene Description
● Success Detection
● Active Scene Description
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Experiments
Foundation Models for Robots → Inner Monologue

● InstructGPT for planning
● Scripted Modules for 

feedbacks

● InstructGPT for planning
● MDETR-based detector 

for Scene Description
● Heuristics for Success 

Detection

● PaLM for planning
● Human-provided Scene 

Description
● Vision-based Success 

Detection
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Results
Foundation Models for Robots → Inner Monologue

Simulation

Real-World (TableTop)

Real-World (Kitchen)
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Emergent Capabilities
Foundation Models for Robots → Inner Monologue
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Google Code as Policies (2023)
Foundation Models for Robots → Code as Policies

Liang, Jacky, et al. "Code as policies: Language model programs for embodied control." 2023 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2023.

OpenAI 
GPT3, Codex
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Planning/Coding Methods (1/2)
Foundation Models for Robots → Code as Policies

video link: https://code-as-policies.github.io/videos/3_min_explainer.mp4 

https://code-as-policies.github.io/videos/3_min_explainer.mp4
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Planning/Coding Methods (2/2)
Foundation Models for Robots → Code as Policies
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Prompts (excerpts)
Foundation Models for Robots → Code as Policies

All the prompts are presented in https://code-as-policies.github.io.

https://code-as-policies.github.io
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Demonstrations
Foundation Models for Robots → Code as Policies

video link: https://code-as-policies.github.io/videos/tasks.mp4 

https://code-as-policies.github.io/videos/tasks.mp4
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Microsoft ChatGPT for Robotics (2023) 
● User-In-The-Loop way of developing robotics codes
● Users provide high-level feedback to the large language model (LLM) while 

monitoring the robot’s performance. 

Foundation Models for Robots → ChatGPT for Robotics

Vemprala, Sai, et al. "Chatgpt for robotics: Design principles and model abilities." Microsoft Auton. Syst. Robot. Res 2 (2023): 20.
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Microsoft ChatGPT for Robotics (2023) 
Foundation Models for Robots → ChatGPT for Robotics

project site: https://www.microsoft.com/en-us/research/group/autonomous-systems-group-robotics/articles/chatgpt-for-robotics/ 

https://www.microsoft.com/en-us/research/group/autonomous-systems-group-robotics/articles/chatgpt-for-robotics/
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Prompting
Foundation Models for Robots → ChatGPT for Robotics
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Structured & Interactive Prompting
Foundation Models for Robots → ChatGPT for Robotics
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Demonstrations
Foundation Models for Robots → ChatGPT for Robotics

video link: https://youtu.be/wLOChUtdqoA 

http://www.youtube.com/watch?v=wLOChUtdqoA&t=15
https://youtu.be/wLOChUtdqoA
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Google PaLM-E: An Embodied Multimodal Language Model (2023)
● LLM + ViT → Action Directions
● Integrated embodied reasoning: affordance prediction, failure detection
● Generalist Model: Planning, VQA, Image Captioning etc.

Foundation Models for Robots → PaLM-E

Driess, Danny, et al. "Palm-e: An embodied multimodal language model." arXiv preprint arXiv:2303.03378 (2023).
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System Architecture
Foundation Models for Robots → PaLM-E

RT-1
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Embodied reasoning
Foundation Models for Robots → PaLM-E

Failure detection and Retry
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Performance
Foundation Models for Robots → PaLM-E

OSRT: Object Scene Representation Transformer
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RT-1: Robot Transformer 1
Foundation Models for Robots → RT-1

● Vision + Language → Control Commands

Brohan, Anthony, et al. "Rt-1: Robotics transformer for real-world control at scale." arXiv preprint arXiv:2212.06817 (2022).
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● 13 EDR robot manipulators, each with a 7-degree-of-freedom arm, a 
2-fingered gripper, and a mobile base

● 700+ Tasks
● 130k episodes over 17 months

RT-1 Dataset
Foundation Models for Robots → RT-1
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RT-1 Tasks
Foundation Models for Robots → RT-1
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Evaluations
Foundation Models for Robots → RT-1

Evaluations Methods

Seen Tasks

● evaluates performance on 200 instructions sampled from the training set
○ 36 for picking objects, 35 for knocking objects, 35 for placing things upright, 48 for 

moving objects, 18 for opening and closing various drawers, and 36 for picking out of 
and placing objects into drawers

● involves varying the conditions (e.g., time of day, robot position)

Unseen Tasks ● Evaluates performance on 21 novel, unseen tasks

Distractor 
Robustness

● Evaluates with 30 instructions
○ pick coke can, place coke can upright, move coke can near green rice chip bag

● 3 levels of difficulty: easy (0-5 distractors), medium (9 distractors), hard (9 
distractors and occluded object)

Background 
Robustness

● Evaluates with 22 instructions
● 3 levels of difficulty: easy (original environment), medium (patterned tablecloth), 

hard (new kitchen)

Long-horizon 
Scenarios

● 15 SayCan instructions in the real-world office kitchen
○ tasks involve max 10 steps
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Unseen Commands
Foundation Models for Robots → RT-1

1.pick coke can from top drawer and place on counter
2.pick green can from top drawer and place on counter
3.pick green rice chip bag from middle drawer and place on counter
4.pick redbull can from top drawer and place on counter
5.place 7up can into bottom drawer
6.place brown chip bag into top drawer
7.place green can into middle drawer
8.move 7up can near redbull can
9.move apple near green rice chip bag
10.move apple near paper bowl
11.move apple near redbull can
12.move blue chip bag near blue plastic bottle
13.move blue chip bag near pepsi can
14.move blue chip bag near sponge
15.move brown chip bag near apple
16.move brown chip bag near green rice chip bag
17.move brown chip bag near redbull can
18.move coke can near green jalapeno chip bag
19.move coke can near water bottle
20.move green can near 7up can
21.move green can near apple
22.move green can near coke can
23.move green jalapeno chip bag near blue chip bag
24.move green rice chip bag near orange
25.move green rice chip bag near orange can
26.move green rice chip bag near paper bowl
27.move orange can near brown chip bag

28.move pepsi can near orange can
29.move redbull can near coke can
30.move rxbar blueberry near blue plastic bottle
31.move rxbar blueberry near orange can
32.move rxbar chocolate near paper bowl
33.move rxbar chocolate near rxbar blueberry
34.move sponge near apple
35.move water bottle near 7up can
36.move water bottle near sponge
37.move white bowl near orange can
38.pick blue plastic bottle
39.pick green rice chip bag
40.pick orange
41.pick rxbar chocolate
42.pick sponge
43.place pepsi can upright
44.knock orange can over
45.pick blue plastic bottle from paper bowl and place on counter
46.pick brown chip bag from white bowl and place on counter
47.pick green can from paper bowl and place on counter
48.pick green jalapeno chip bag from white bowl and place on 
counter
49.pick orange can from white bowl and place on counter
50.pick redbull can from white bowl and place on counter
51.place blue plastic bottle into paper bowl
52.place coke can into paper bowl
53.place orange can into paper bowl
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Distractors
Foundation Models for Robots → RT-1
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Backgrounds
Foundation Models for Robots → RT-1
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Generalization
Foundation Models for Robots → RT-1

new real office kitchen with new 
lighting conditions

+ unseen distractor objects

+ new objects or objects in 
new locations, such as next 
to a sink
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Overall Performance
Foundation Models for Robots → RT-1
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Generalization Performance
Foundation Models for Robots → RT-1
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Data augmentation with synthetic data
● Performance improved for objects and tasks only seen in the simulation

—> RT-1 can effectively be augmented with synthetic data

Foundation Models for Robots → RT-1
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Generalization over Embodiment Gap
● RT-1 Dataset + Kuka Bin-Picking Dataset (209K Episodes)
● Evaluation of EDR Robot for Bin-Picking and Classroom Eval Tasks

Foundation Models for Robots → RT-1
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Generalization over Embodiment Gap
● RT-1 Dataset + Kuka Bin-Picking Dataset (209K Episodes)
● Evaluation of EDR Robot for Bin-Picking and Classroom Eval Tasks

Foundation Models for Robots → RT-1
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Google RT-2 (2023)
● Vision-Language-Action Model
● RT-1 on VLM (PaLI-X 5B, 55B (‘23), PaLM-E 12B (‘23))

Foundation Models for Robots → RT-2

Zitkovich, Brianna, et al. "Rt-2: Vision-language-action models transfer web knowledge to robotic control." 7th Annual Conference on Robot Learning. 2023.

RT-1 Dataset
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Evaluation
Does RT-2 generalize better than RT-1?

Novel Tasks

Foundation Models for Robots → RT-2
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Performance
Foundation Models for Robots → RT-2
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Emergent capability
Foundation Models for Robots → RT-2
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Issues in
Foundation Models for Robotics 
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Research Issues
● Multi-Modality

○ Audio, Lidar, Depth, Haptic, UWB, Ultrasonic, …..
● Context Length

○ Long-Horizon Tasks + Many Modality…
● Real-time

○ Optimizations needed for RT-1, RT-2 to make them work in 2~3hz
● Safety, Ethics, Trustworthiness, Responsibility

○ Alignment with human and social values
○ How can we validate?

Foundation Models for Robots → Research Issues in Foundation Models for Robotics
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Robot Data at Scale

RT-1
130K
(real)

VIMA
650K
(synth)

Language-Table
~600K
(real+synth)

Foundation Models for Robots → Research Issues in Foundation Models for Robotics

Video Video Video

https://docs.google.com/file/d/1veoWWSDZGySeCBPGr4tP_7S5KhH7dhAP/preview
https://docs.google.com/file/d/16fdyZHE43PzEX1JJXQWc9d_o_zj-dkZk/preview
https://docs.google.com/file/d/1soh0Io15GpEo-1XrYB14JyXBJKKaeY5F/preview
https://robotics-transformer.github.io/img/rt1_mosaic_comp.mp4
https://interactive-language.github.io/video/realtime_30.mp4
https://vimalabs.github.io/assets/videos/demos/visual_constraint_satisfaction/sweep_without_exceeding/1.mp4
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Stanford PhysObjects (2023)
● Object-centric dataset of 36.9K crowd-sourced and 417K automated physical 

concept annotations of common household objects

Foundation Models for Robots → Research Issues in Foundation Models for Robotics

Gao, Jensen, et al. "Physically Grounded Vision-Language Models for Robotic Manipulation." arXiv preprint arXiv:2309.02561 (2023).
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Google Diffusion Rosie (2023)
● Realistic Scene and Object Synthesis using Diffusion

video link: https://diffusion-rosie.github.io/videos/coke_compressed.mp4 

Yu, Tianhe, et al. "Scaling robot learning with semantically imagined experience." arXiv preprint arXiv:2302.11550 (2023).

https://diffusion-rosie.github.io/videos/coke_compressed.mp4
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Open-X Embodiment Dataset (2023)
● Open, large-scale dataset for robot learning curated from 21 

institutions across the globe
● X-Embodiment Robotic Learning: diversity in behaviors, robot 

embodiments and environments → Generalized robotic policies

Foundation Models for Robots → Research Issues in Foundation Models for Robotics

Padalkar, Abhishek, et al. "Open x-embodiment: Robotic learning datasets and rt-x models." arXiv preprint arXiv:2310.08864 (2023).
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Open-X Embodiment Dataset
● Robots and Skills

Foundation Models for Robots → Research Issues in Foundation Models for Robotics
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Open-X Embodiment Dataset
● Training RT-1 and RT-2 with Open-X Embodiment Dataset

Foundation Models for Robots → Research Issues in Foundation Models for Robotics
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Open-X Embodiment Dataset
● Emergent Skills (OOD Skills): transfer of skills across robots

Foundation Models for Robots → Research Issues in Foundation Models for Robotics
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Boston Dynamics AI Institute
“What we are aiming for is to have AI advance in 
robots so that it can be shown a task by a 
human, learn how its done, do it itself, and then 
even communicate to other robots how to do that 
task.” – Marc Raibert (ICRA’23) 

video link: https://www.youtube.com/watch?v=XnZH4izf_rI 

Foundation Models for Robots → Research Issues in Foundation Models for Robotics

http://www.youtube.com/watch?v=XnZH4izf_rI
https://www.youtube.com/watch?v=XnZH4izf_rI
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● Watch - Understand - Do

Boston Dynamics AI Institute
Foundation Models for Robots → Research Issues in Foundation Models for Robotics
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Research@ETRI on
Foundation Models for Robotics 
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LoTA-Bench: Benchmarking Language-oriented Planners for Embodied Agents

● Automatic evaluation of LLM-based embodied task planners

● Embodied task domains: ALFRED, Watch-And-Help

● Environments: AI2-Thor, VirtualHome

● No human supervision is needed

Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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● A Simulation and a dataset for training and testing Domestic Task Planning
● AI2Thor simulator

ALFRED

video: https://www.youtube.com/watch?v=1XoRLNmXffo&t=1s 

Shridhar, Mohit, et al. "Alfred: A benchmark for interpreting grounded instructions for everyday tasks." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2020.

Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 

http://www.youtube.com/watch?v=1XoRLNmXffo
https://www.youtube.com/watch?v=1XoRLNmXffo&t=1s
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ALFRED Tasks
Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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VirtualHome

Homepage: http://virtual-home.org/ 

video: http://virtual-home.org/images/video_teaser.mp4 

Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 

http://virtual-home.org/
http://virtual-home.org/images/video_teaser.mp4
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VirtualHome Tasks
Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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Baseline Language-model based Planner
● Given a natural language instruction 𝑖, a plan 𝑃 is constructed via a greedy 

search based on the skill probability 𝑝 which is calculated as:

Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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Planning Example
Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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Experiments with many LLMs
Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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Performance of Baseline Planners
Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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In-Context Sample Selection (WAH / LLaMA1)

Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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Finetuning (ALFRED / LLaMA1)

Foundation Models for Robots → Research@ETRI on Foundation Models for Robotics 
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Summary
● Foundation models makes it possible to build “Generalist Robots”

○ Reason and Act based on common-sense and embedded knowledge.
○ Watch, hear, read and learn new skills.
○ Teach by language.

Foundation Models for Robots → Summary
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