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Motivation and Challenges
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https://www.visualcapitalist.com/aging-global-population-problem/
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• Population of the elderly over 65 years of age:
13.8%(‘19) à 20%(‘25)
• More than half of the elderly will live alone in 2030 
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•Social isolation: more than 20% of the elderly
•Mental health problems: Loneliness, Psychological 
Distress, Depression
•Mental health and physical health have an impact on 
each other
-Depression à Heart Disease
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http://www.seoulilbo.com/news/articleView.html?idxno=379516

http://shorturl.at/qER39

https://www.mdpi.com/2079-9292/9/2/367/htm

https://www.mdpi.com/2079-9292/9/2/367/htm

http://www.seoulilbo.com/news/articleView.html?idxno=379516
http://shorturl.at/qER39
https://www.mdpi.com/2079-9292/9/2/367/htm
https://www.mdpi.com/2079-9292/9/2/367/htm
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Human-aware Perception

Understanding & Empathy

Human-like Behaviors

Emotional & Sympathy

SARs (Socially Assistive Robots) 

“I am very sorry to hear that…”“You are dressed up today. Fedora 
hat looks great on you.”
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”Development of Human-Care Robot Technology for Aging Society”
(2017~2021, MSIT)
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AI for 
Human-Care 

Robots

Domain AI 
for 

Elderly-Care
Robot AI

Verification 
& 

Validation

Robot Vision
Ego-centric moving 
camera-based vision

Sim-to-Real Adaptation
Synthetic data for real 

applications

Robot Social AI
Learn to generate 

context-proper social 
behaviors

Computer Vision
Detailed recognition 
of elderly attributes 

Scene Understanding
Semantic/affective 

interpretation of daily 
lives

Robot AI Framework Elderly-care Services 
& User Study
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Domain AI for Elderly-Care
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Human 
Detection/Tracking

Robot Vision

Elderly People Home Environment

Human Attribute 
Recognition

Personal Items
Registration/Detection

Video QA

Affective Scene 
Understanding

Image-based
Story Generation

Daily Activity
Detection

Elderly-Voice
Recognition

Living Pattern Analysis & 
Anomaly Detection

Detailed User 
Profiling

Interaction 
Cue Detection



15

7

Table 3. WER using the generic acoustic model AM

Subject Non-elderly Elderly Di↵erence

Women 10.4% (27 speakers) 40.3% (32 speakers) +29.9%
Men 11.7% (25 speakers) 61.3% (11 speakers) +49.6%
Average 11.0% 45.7% 34.7%
Standard deviation 6.4% 16.8% 10.4%

LM trained from the AD80 corpus was composed of 88 1-gram, 193 2-gram and
223 3-gram.

The target is that only the sentences of interest could be recognized by the
system (i.e., not when they are receiving a phone call from their relatives) [27].
Therefore, only two categories of the sentences are relevant to the system and
must be taken into consideration: home automation commands and calls related
to a distress situation. The other sentences must be discarded and it is therefore
necessary to determine whether the resulting output from the ASR is part of
one of the two categories of interest thanks to a measure distance. This measure
is based on a Levenshtein distance between each output and typical sentences of
interest. In this way, casual sentences are excluded.

4 Adaptation of the system to elderly voices and
detection of distress calls

To assess ASR performances, the most common measure is the Word Error Rate
(WER) which is defined as follows:

WER =
S +D + I

N
(2)

S is the number of substitutions, D the number of deletions, I the number of
insertions and N the number of words in the reference. As shown in Table 3,
when performing ASR using the generic acoustic model on the distress/home
automation sentences of the AD80 corpus, we obtained an average WER of
45.7% for the elderly group in comparison with an average WER of 11% for the
non-elderly group. These results indicate a significant decrease in performance
for elderly speech and we can notice an important scattering of the results for
this kind of voice as well as a higher recognition rate for women as supported by
the state of the art. It is thus clear that the generic AM is not adapted to the
elderly population and then specific models must be used.

Thanks to a Maximum Likelihood Linear Regression (MLLR), the text read-
ings of the ERES38 corpus were used to obtain 3 specific aged AMs from the
generic AM: AM G (men and women), AM W (women) and AM M (men). Ta-
ble 4 gives the obtained results and indicates a significant improvement of the
performances. An ANOVA analysis allowed us to conclude that: (1) there is no
significant di↵erence between generic and specific models for non-aged speakers;

Vacher, M., Aman, F., Rossato, S. and Portet, F., 2015, August. Development of automatic speech recognition techniques for elderly home support: 
Applications and challenges. In International Conference on Human Aspects of IT for the Aged Population (pp. 341-353). Springer, Cham.

STT Error on Non-Elderly vs Elderly Speech

• Imprecise in consonant pronunciation
• Tremors
• Slower Articulation
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Speech Recognition

• Data: 12 hours of speech
• Speech Recognizer: Google Cloud Speech

Table	3.	Speech	Recognition	Result	per	Age	Group	

Age	Group	 Number	of	Subjects	
WER	Average	±	SD	

(%)	

p	value	when	
compared	to	25-50	

group	

25-50	 5	 16.25	±	6.42	 -	

50-64	 6	 17.89	±	7.72	 0.2607	

65-69	 6	 17.45	±	8.92	 0.4513	

70-74	 6	 18.12	±	12.33	 0.3537	

78+	 8	 20.45	±	10.23	 0.0291*	

	

Table	3	summarizes	the	recognition	result.	The	age	groups	50-54,	55-59,	and	60-64	were	merged	as	

well	as	75-79	and	80+	groups.	We	had	no	participant	between	the	ages	75-77,	so	the	last	group	was	

in	fact	older	adults	78	years-old	and	above.	The	only	group	that	showed	significant	performance	

degradation	is	group	78+.	However,	it	should	be	noted	that	elders’	medical	condition	is	more	likely	

to	influence	the	speech	recognition	result,	such	as	their	dental	health.	We	didn’t	have	this	

information	at	the	time	the	analysis	was	conducted.		

	

Overall,	both	speech	and	facial	affect	recognition	frameworks	we	have	been	using	with	our	robot	

platforms	didn’t	show	significant	performance	difference	for	older	adults.	The	dataset	used	for	the	

presented	analyses,	however,	were	limited	in	interaction	contexts	that	are	likely	to	trigger	negative	

emotional	responses,	and	were	missing	information	of	elders’	medical	conditions	that	can	influence	

the	articulation	of	their	speech.		
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Object Detection with robot vision (Angeletti et al., 2018*)

*Angeletti, Gabriele, Barbara Caputo, and Tatiana Tommasi. "Adaptive deep learning through visual domain localization." In 2018 IEEE International Conference on Robotics and Automation (ICRA), pp. 
7135-7142. IEEE, 2018.

Fig. 3. Left: Overview of the 15 object categories of the iCubWorld Transformation dataset with 10 instances per category. Figure adapted from [37].
Right: Illustrative description of the two domain adaptation tasks designed for our experiments. Out of the whole set of translation and rotation images,
only the first 50 samples are considered as source data, while the last 50 samples define the target. To simplify the figure we show only 2 out of the
beginning and ending 50 images and only 2 objects (book, mug) out of the whole set of 15 categories. Often the objects are not centered or can be seen
only in part due to the large scale. Note also that the the set of object instances in the source and in the target do not overlap.

Since every category contains 10 object instances we di-
vided them into 6 and 4 for the two domains, introducing
a small unbalance that can be naturally present between
source and target. Thus in both transformation cases, one
domain (left / close) contains 4500 images while the other
(right / far) contains 3000 images. Note also that the the
set of object instances in the source and in the target do not
overlap. Both domains are used as source and target in turn
in our experiments. In particular we consider two settings:

• Adapt on whole-target: the whole labeled source data
and the whole unlabeled target data are exploited during
training and adaptation. At test time the learned model is
used to annotate the target samples.

• Adapt on sub-target: during training all the source data
are available, but only a sub-part of the target is provided.
Specifically, the source is composed by samples of all the
15 object categories, while the target visible at the training
phase contains only 8 object categories. Thus, while the
source classifier can still be trained to recognize 15 classes,
the joint adaptation process can leverage only 8 object
categories. At test time the whole 15 object target set
should be annotated, containing both the classes available
during training and the initially unseen 7 categories.

To quantitatively verify the presence of the visual domain
shift between the described data domains we run a first set
of experiments by training a classifier on the source and then
comparing the performance while testing on the source and
on the target [10]. We started by extracting features from
all the images by using the second fully-connected layer
(fc7) of AlexNet pretrained on Imagenet which provides a
representation vector of 4096 dimensions for each image.
The source domain is then randomly divided into 80% -
20% sets respectively used for training and testing a linear
SVM classifier. The same model is finally tested also on the
target. The obtained results are reported in Table I and show

TABLE I
EVALUATION OF THE DOMAIN SHIFT IN OUR EXPERIMENTAL SETTING

WHEN REPRESENTING THE IMAGES WITH ALEXNET FC7 FEATURES.
HERE S/T STAND FOR SOURCE/TARGET, WHILE X → Y MEANS THAT

THE CLASSIFIER IS TRAINED ON X AND TESTED ON Y. THE PRESENCE

OF DOMAIN SHIFT IS INDICATED BY THE LARGE DROP IN PERFORMANCE

BETWEEN S → S AND S → T.

S T S → S S → T

translation left right 98.33 45.80
right left 99.33 54.49

scale close far 99.45 18.44
far close 98.67 28.80

a drop in performance which indicate a significant amount
of domain shift, even more evident in the scale case than in
the translation one.

B. Experimental Analysis

We evaluate the performance of our LoAd network in
reducing the domain gap for the translation and scale settings
described above. As benchmark reference we use three
domain adaptation approaches that have shown state of the
art performance in computer vision for several non-robotic
tasks:

• DANN. The Domain Adversarial Neural Network [18]
takes as input both the labeled source and the unlabeled
target data and promotes the emergence of features that are
discriminative for the main learning task on the source do-
main and indiscriminate with respect to the shift between
the domains. This is obtained by keeping a single CNN
path till the second fully connected layer and then doubling
the final part of the network with the standard branch that
minimizes the classification loss and a new branch that
learns to confuse the domain discriminator.

• Auto-DIAL. This is a deep learning network whose final
objective is to minimize both the source classification
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Domain Shift by Translation and Scale

Fig. 3. Left: Overview of the 15 object categories of the iCubWorld Transformation dataset with 10 instances per category. Figure adapted from [37].
Right: Illustrative description of the two domain adaptation tasks designed for our experiments. Out of the whole set of translation and rotation images,
only the first 50 samples are considered as source data, while the last 50 samples define the target. To simplify the figure we show only 2 out of the
beginning and ending 50 images and only 2 objects (book, mug) out of the whole set of 15 categories. Often the objects are not centered or can be seen
only in part due to the large scale. Note also that the the set of object instances in the source and in the target do not overlap.

Since every category contains 10 object instances we di-
vided them into 6 and 4 for the two domains, introducing
a small unbalance that can be naturally present between
source and target. Thus in both transformation cases, one
domain (left / close) contains 4500 images while the other
(right / far) contains 3000 images. Note also that the the
set of object instances in the source and in the target do not
overlap. Both domains are used as source and target in turn
in our experiments. In particular we consider two settings:

• Adapt on whole-target: the whole labeled source data
and the whole unlabeled target data are exploited during
training and adaptation. At test time the learned model is
used to annotate the target samples.

• Adapt on sub-target: during training all the source data
are available, but only a sub-part of the target is provided.
Specifically, the source is composed by samples of all the
15 object categories, while the target visible at the training
phase contains only 8 object categories. Thus, while the
source classifier can still be trained to recognize 15 classes,
the joint adaptation process can leverage only 8 object
categories. At test time the whole 15 object target set
should be annotated, containing both the classes available
during training and the initially unseen 7 categories.

To quantitatively verify the presence of the visual domain
shift between the described data domains we run a first set
of experiments by training a classifier on the source and then
comparing the performance while testing on the source and
on the target [10]. We started by extracting features from
all the images by using the second fully-connected layer
(fc7) of AlexNet pretrained on Imagenet which provides a
representation vector of 4096 dimensions for each image.
The source domain is then randomly divided into 80% -
20% sets respectively used for training and testing a linear
SVM classifier. The same model is finally tested also on the
target. The obtained results are reported in Table I and show

TABLE I
EVALUATION OF THE DOMAIN SHIFT IN OUR EXPERIMENTAL SETTING

WHEN REPRESENTING THE IMAGES WITH ALEXNET FC7 FEATURES.
HERE S/T STAND FOR SOURCE/TARGET, WHILE X → Y MEANS THAT

THE CLASSIFIER IS TRAINED ON X AND TESTED ON Y. THE PRESENCE

OF DOMAIN SHIFT IS INDICATED BY THE LARGE DROP IN PERFORMANCE

BETWEEN S → S AND S → T.

S T S → S S → T

translation left right 98.33 45.80
right left 99.33 54.49

scale close far 99.45 18.44
far close 98.67 28.80

a drop in performance which indicate a significant amount
of domain shift, even more evident in the scale case than in
the translation one.

B. Experimental Analysis

We evaluate the performance of our LoAd network in
reducing the domain gap for the translation and scale settings
described above. As benchmark reference we use three
domain adaptation approaches that have shown state of the
art performance in computer vision for several non-robotic
tasks:

• DANN. The Domain Adversarial Neural Network [18]
takes as input both the labeled source and the unlabeled
target data and promotes the emergence of features that are
discriminative for the main learning task on the source do-
main and indiscriminate with respect to the shift between
the domains. This is obtained by keeping a single CNN
path till the second fully connected layer and then doubling
the final part of the network with the standard branch that
minimizes the classification loss and a new branch that
learns to confuse the domain discriminator.

• Auto-DIAL. This is a deep learning network whose final
objective is to minimize both the source classification
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Fig. 3. Left: Overview of the 15 object categories of the iCubWorld Transformation dataset with 10 instances per category. Figure adapted from [37].
Right: Illustrative description of the two domain adaptation tasks designed for our experiments. Out of the whole set of translation and rotation images,
only the first 50 samples are considered as source data, while the last 50 samples define the target. To simplify the figure we show only 2 out of the
beginning and ending 50 images and only 2 objects (book, mug) out of the whole set of 15 categories. Often the objects are not centered or can be seen
only in part due to the large scale. Note also that the the set of object instances in the source and in the target do not overlap.

Since every category contains 10 object instances we di-
vided them into 6 and 4 for the two domains, introducing
a small unbalance that can be naturally present between
source and target. Thus in both transformation cases, one
domain (left / close) contains 4500 images while the other
(right / far) contains 3000 images. Note also that the the
set of object instances in the source and in the target do not
overlap. Both domains are used as source and target in turn
in our experiments. In particular we consider two settings:

• Adapt on whole-target: the whole labeled source data
and the whole unlabeled target data are exploited during
training and adaptation. At test time the learned model is
used to annotate the target samples.

• Adapt on sub-target: during training all the source data
are available, but only a sub-part of the target is provided.
Specifically, the source is composed by samples of all the
15 object categories, while the target visible at the training
phase contains only 8 object categories. Thus, while the
source classifier can still be trained to recognize 15 classes,
the joint adaptation process can leverage only 8 object
categories. At test time the whole 15 object target set
should be annotated, containing both the classes available
during training and the initially unseen 7 categories.

To quantitatively verify the presence of the visual domain
shift between the described data domains we run a first set
of experiments by training a classifier on the source and then
comparing the performance while testing on the source and
on the target [10]. We started by extracting features from
all the images by using the second fully-connected layer
(fc7) of AlexNet pretrained on Imagenet which provides a
representation vector of 4096 dimensions for each image.
The source domain is then randomly divided into 80% -
20% sets respectively used for training and testing a linear
SVM classifier. The same model is finally tested also on the
target. The obtained results are reported in Table I and show

TABLE I
EVALUATION OF THE DOMAIN SHIFT IN OUR EXPERIMENTAL SETTING

WHEN REPRESENTING THE IMAGES WITH ALEXNET FC7 FEATURES.
HERE S/T STAND FOR SOURCE/TARGET, WHILE X → Y MEANS THAT

THE CLASSIFIER IS TRAINED ON X AND TESTED ON Y. THE PRESENCE

OF DOMAIN SHIFT IS INDICATED BY THE LARGE DROP IN PERFORMANCE

BETWEEN S → S AND S → T.

S T S → S S → T

translation left right 98.33 45.80
right left 99.33 54.49

scale close far 99.45 18.44
far close 98.67 28.80

a drop in performance which indicate a significant amount
of domain shift, even more evident in the scale case than in
the translation one.

B. Experimental Analysis

We evaluate the performance of our LoAd network in
reducing the domain gap for the translation and scale settings
described above. As benchmark reference we use three
domain adaptation approaches that have shown state of the
art performance in computer vision for several non-robotic
tasks:

• DANN. The Domain Adversarial Neural Network [18]
takes as input both the labeled source and the unlabeled
target data and promotes the emergence of features that are
discriminative for the main learning task on the source do-
main and indiscriminate with respect to the shift between
the domains. This is obtained by keeping a single CNN
path till the second fully connected layer and then doubling
the final part of the network with the standard branch that
minimizes the classification loss and a new branch that
learns to confuse the domain discriminator.

• Auto-DIAL. This is a deep learning network whose final
objective is to minimize both the source classification
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Fig. 3. Left: Overview of the 15 object categories of the iCubWorld Transformation dataset with 10 instances per category. Figure adapted from [37].
Right: Illustrative description of the two domain adaptation tasks designed for our experiments. Out of the whole set of translation and rotation images,
only the first 50 samples are considered as source data, while the last 50 samples define the target. To simplify the figure we show only 2 out of the
beginning and ending 50 images and only 2 objects (book, mug) out of the whole set of 15 categories. Often the objects are not centered or can be seen
only in part due to the large scale. Note also that the the set of object instances in the source and in the target do not overlap.

Since every category contains 10 object instances we di-
vided them into 6 and 4 for the two domains, introducing
a small unbalance that can be naturally present between
source and target. Thus in both transformation cases, one
domain (left / close) contains 4500 images while the other
(right / far) contains 3000 images. Note also that the the
set of object instances in the source and in the target do not
overlap. Both domains are used as source and target in turn
in our experiments. In particular we consider two settings:

• Adapt on whole-target: the whole labeled source data
and the whole unlabeled target data are exploited during
training and adaptation. At test time the learned model is
used to annotate the target samples.

• Adapt on sub-target: during training all the source data
are available, but only a sub-part of the target is provided.
Specifically, the source is composed by samples of all the
15 object categories, while the target visible at the training
phase contains only 8 object categories. Thus, while the
source classifier can still be trained to recognize 15 classes,
the joint adaptation process can leverage only 8 object
categories. At test time the whole 15 object target set
should be annotated, containing both the classes available
during training and the initially unseen 7 categories.

To quantitatively verify the presence of the visual domain
shift between the described data domains we run a first set
of experiments by training a classifier on the source and then
comparing the performance while testing on the source and
on the target [10]. We started by extracting features from
all the images by using the second fully-connected layer
(fc7) of AlexNet pretrained on Imagenet which provides a
representation vector of 4096 dimensions for each image.
The source domain is then randomly divided into 80% -
20% sets respectively used for training and testing a linear
SVM classifier. The same model is finally tested also on the
target. The obtained results are reported in Table I and show

TABLE I
EVALUATION OF THE DOMAIN SHIFT IN OUR EXPERIMENTAL SETTING

WHEN REPRESENTING THE IMAGES WITH ALEXNET FC7 FEATURES.
HERE S/T STAND FOR SOURCE/TARGET, WHILE X → Y MEANS THAT

THE CLASSIFIER IS TRAINED ON X AND TESTED ON Y. THE PRESENCE

OF DOMAIN SHIFT IS INDICATED BY THE LARGE DROP IN PERFORMANCE

BETWEEN S → S AND S → T.

S T S → S S → T

translation left right 98.33 45.80
right left 99.33 54.49

scale close far 99.45 18.44
far close 98.67 28.80

a drop in performance which indicate a significant amount
of domain shift, even more evident in the scale case than in
the translation one.

B. Experimental Analysis

We evaluate the performance of our LoAd network in
reducing the domain gap for the translation and scale settings
described above. As benchmark reference we use three
domain adaptation approaches that have shown state of the
art performance in computer vision for several non-robotic
tasks:

• DANN. The Domain Adversarial Neural Network [18]
takes as input both the labeled source and the unlabeled
target data and promotes the emergence of features that are
discriminative for the main learning task on the source do-
main and indiscriminate with respect to the shift between
the domains. This is obtained by keeping a single CNN
path till the second fully connected layer and then doubling
the final part of the network with the standard branch that
minimizes the classification loss and a new branch that
learns to confuse the domain discriminator.

• Auto-DIAL. This is a deep learning network whose final
objective is to minimize both the source classification
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Fig. 3. Left: Overview of the 15 object categories of the iCubWorld Transformation dataset with 10 instances per category. Figure adapted from [37].
Right: Illustrative description of the two domain adaptation tasks designed for our experiments. Out of the whole set of translation and rotation images,
only the first 50 samples are considered as source data, while the last 50 samples define the target. To simplify the figure we show only 2 out of the
beginning and ending 50 images and only 2 objects (book, mug) out of the whole set of 15 categories. Often the objects are not centered or can be seen
only in part due to the large scale. Note also that the the set of object instances in the source and in the target do not overlap.

Since every category contains 10 object instances we di-
vided them into 6 and 4 for the two domains, introducing
a small unbalance that can be naturally present between
source and target. Thus in both transformation cases, one
domain (left / close) contains 4500 images while the other
(right / far) contains 3000 images. Note also that the the
set of object instances in the source and in the target do not
overlap. Both domains are used as source and target in turn
in our experiments. In particular we consider two settings:

• Adapt on whole-target: the whole labeled source data
and the whole unlabeled target data are exploited during
training and adaptation. At test time the learned model is
used to annotate the target samples.

• Adapt on sub-target: during training all the source data
are available, but only a sub-part of the target is provided.
Specifically, the source is composed by samples of all the
15 object categories, while the target visible at the training
phase contains only 8 object categories. Thus, while the
source classifier can still be trained to recognize 15 classes,
the joint adaptation process can leverage only 8 object
categories. At test time the whole 15 object target set
should be annotated, containing both the classes available
during training and the initially unseen 7 categories.

To quantitatively verify the presence of the visual domain
shift between the described data domains we run a first set
of experiments by training a classifier on the source and then
comparing the performance while testing on the source and
on the target [10]. We started by extracting features from
all the images by using the second fully-connected layer
(fc7) of AlexNet pretrained on Imagenet which provides a
representation vector of 4096 dimensions for each image.
The source domain is then randomly divided into 80% -
20% sets respectively used for training and testing a linear
SVM classifier. The same model is finally tested also on the
target. The obtained results are reported in Table I and show

TABLE I
EVALUATION OF THE DOMAIN SHIFT IN OUR EXPERIMENTAL SETTING

WHEN REPRESENTING THE IMAGES WITH ALEXNET FC7 FEATURES.
HERE S/T STAND FOR SOURCE/TARGET, WHILE X → Y MEANS THAT

THE CLASSIFIER IS TRAINED ON X AND TESTED ON Y. THE PRESENCE

OF DOMAIN SHIFT IS INDICATED BY THE LARGE DROP IN PERFORMANCE

BETWEEN S → S AND S → T.

S T S → S S → T

translation left right 98.33 45.80
right left 99.33 54.49

scale close far 99.45 18.44
far close 98.67 28.80

a drop in performance which indicate a significant amount
of domain shift, even more evident in the scale case than in
the translation one.

B. Experimental Analysis

We evaluate the performance of our LoAd network in
reducing the domain gap for the translation and scale settings
described above. As benchmark reference we use three
domain adaptation approaches that have shown state of the
art performance in computer vision for several non-robotic
tasks:

• DANN. The Domain Adversarial Neural Network [18]
takes as input both the labeled source and the unlabeled
target data and promotes the emergence of features that are
discriminative for the main learning task on the source do-
main and indiscriminate with respect to the shift between
the domains. This is obtained by keeping a single CNN
path till the second fully connected layer and then doubling
the final part of the network with the standard branch that
minimizes the classification loss and a new branch that
learns to confuse the domain discriminator.

• Auto-DIAL. This is a deep learning network whose final
objective is to minimize both the source classification
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Object Recognition with robot vision (Massimiliano et al., 2018*)

*Mancini, Massimiliano, Hakan Karaoguz, Elisa Ricci, Patric Jensfelt, and Barbara Caputo. "Kitting in the wild through online domain adaptation." In 2018 IEEE/RSJ International Conference on Intellig
ent Robots and Systems (IROS), pp. 1103-1109. IEEE, 2018.

DomainsTABLE I: Example Images from KTH Handtool Dataset

Camera Type Illumination
Artificial Cloudy Directed

Kinect

Webcam

one for the source and the other for the target domain. The
two branches share the same parameters but embed different
domain-specific BN layers. These layers compute different
statistics for the source and the target domains, resulting
into domain-specific normalizations. In other words, the
domain-specific BN layers allow the distributions of features
of different domains to be aligned to the same reference
distribution, achieving the desired domain adaptation effect.

C. ONDA: ONline Domain Adaptation

In this paper we adopt the same idea proposed in [16],
[24], [17] but we consider an online setting. Instead of having
a fixed target set available during training, we propose to
exploit the stream of data acquired while the robot is acting
in the environment and continuously update the BN statistics.
In this way, we can gradually adapt the deep network to a
novel scenario.

Formally, we consider a different scenario with respect
to standard DA algorithms. Opposite to traditional domain
adaptation in a batch setting, during training we have only
access to the source domain S and we do not have any data
or prior information about the target domain T , apart from
the set of semantic labels which is assumed to be shared.
When the robot is active, the current working conditions
will compose the target domain and we will have access
to the automatically acquired sequence of images T =
{It1, · · · , ItT }. In this scenario, in order to adapt the network
parameters ✓ to this novel domain, we must exploit the
incoming test images collected by the robot on the fly.

If the network contains BN layers, following the idea
of previous works [16], [24], [17], we can perform the
adaptation by simply updating the BN statistics with the
incoming images of the novel domain. Specifically, we start
by training the network on the source domain S , initializing
the BN statistics at time t = 0 as {µ0,�2

0} = {µS ,�2
S}.

Assuming that the set of network parameters ✓ are shared
between the source and target domain except for the BN
statistics, we can adapt the network classifier f✓ by updating
the BN statistics with the estimates computed from the
sequence T . Defining as nt the number of target images
to use for updating online the BN statistics, we can compute

a partial estimate {µ̂t, �̂2
t } of the BN statistics as:

µ̂t =
1

nt

ntX

i=1

xi �̂t
2 =

1

nt

ntX

i=1

(xi � µ̂t)
2

The global statistics at time t can be updated as follows:

�2
t = (1� ↵)�2

t�1 + ↵
nt

nt � 1
�̂2
t

µt = (1� ↵)µt�1 + ↵µ̂t

where ↵ is the hyper-parameter regulating the decay of the
moving average.

The above formulation achieves a similar adaptation effect
of the methods [16], [24], [17] but with three main advan-
tages. First, no samples of the target domain, neither labeled
nor unlabeled, are used during training. Thus, no further
data acquisition and annotation efforts are required. Second,
since we do not exploit target data for training, contrary to
standard DA algorithms, we have no bias towards a particular
target domain. Third, since the adaptation process is online,
the model can adapt itself to multiple sequential changes
of the working conditions, being able to tackle unexpected
environmental variations (e.g. sudden illumination changes).

The reader might wonder if other possible choices may
be considered for initializing {µ0,�2

0}, such as exploiting
a first calibration phase where the robot collects images of
the target domain in order to produce a first estimate of the
BN statistics. Here we choose to use the statistics estimated
on the source domain because 1) we want a model ready to
be employed, without requiring any additional preparation
at test time; 2) the robot may occur in multiple domains
during employment and if a shift occurs (e.g. illumination
condition changes) our method will automatically adapt the
visual model to the novel domain starting from the current
estimated statistics: initializing {µ0,�2

0} = {µS ,�2
S} allows

to check the performance of the algorithm even for multiple
sequential shifts and long-term applications. Obviously our
method can benefit from a calibration phase or initializations
of the statistics closer to the target working conditions: we
plan to analyze these aspects in future works.

(a) Source Domain: Artificial light, Kinect camera and White background

(b) Source Domain: Cloudy light, Webcam camera and Brown background

Fig. 4: Experiments on isolated shifts. The labels of the x-axes denote the conditions of target domain, with the first line
indicating the light condition, the second the camera and the third the background. We underlined the changes between the
source and target domains.

Fig. 5: Accuracy vs number of updates of ONDA for
different values of ↵ fixing nt = 10 in a sample scenario.
The red line denotes the BN lower bound of the starting
model, while the yellow line the DIAL upper bound.

the statistics, highlighted by the smoothness of the respective
lines in the graph, with the drawback of a lower speed of
adaptation to the novel domain, caused by the lower update
frequency.

The speed of adaptation and the final quality of the BN
statistics is obviously a consequence of the values chosen
for both hyper-parameters. Obviously ↵ and nt are not
independent from each other: for a lower nt a lower ↵ should
be selected in order to preserve the final performance of the
algorithm and conversely for a higher nt, a higher ↵ will
allow a faster adaptation of the model. As a trade-off between
fast adaptation and good results, we found experimentally
that choosing nt = {5, 10, 20} and ↵ = {0.05, 0.1} worked
well for both short and long term experiments.

3
Fig. 6: Accuracy vs number of frames processed of ONDA
for different values of nt fixing ↵ = 0.1 in a sample scenario.
The red line denotes the BN lower bound of the starting
model, while the yellow line the DIAL upper bound.

VI. CONCLUSIONS

In this work, we presented a novel dataset for addressing
the kitting task in robotics. The dataset takes into account
multiple variations of acquisition conditions such as cam-
era, illumination and background changes which may occur
during the robot employment. This dataset is intended for
testing the robustness of robot vision algorithms to changing
environments, providing a novel benchmark for assessing the
robustness of robot vision systems.

Together with the dataset, we proposed an algorithm which
is able to perform online adaptation of deep models to unseen
scenario. The algorithm, based on the update of the statistics
of batch-normalization layers, is able to continuously adapt
the model to the current environmental conditions of the

Accuracy on different domains
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•Hypothesis: Motions of elderly people are very different 
from those of young adults.

We need data 
directly from elderly 
people.
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Method

Goal Select most frequent activities of older people

How Observing one day of older people

Participants 53 Elderly People (age > 65)

Dates 2017-06-15 ~ 2017-07-05

Result

No. activities 245

Frequent activities

1. Watching TV 
2. Meal-related activities (eating, preparing foods, 

washing dishes)
3. Defecation (using toilet)
4. Phone call
5. Taking medications
6. Washing face and brushing teeth
7. Wearing and taking off clothes

Frequent objects Mobile phone, Remote, Eyeglasses, Beds, Medicine, Cups

53 Students

Visit their own 
grand-parents 

(Age > 65)

Observing and 
recording 
activities

Selecting the 
most frequent 55 

actions
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• Elderly Participants
• Real-world environments, Multi-modal, Robot vision

Systems for data acquisition: camera on moving cart (left), multiple Kinect v2 cameras (right)
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• Real home where elderly participants are living
- We could capture real life situations without intervention.
- Slight interventions have been tried though.
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• An apartment house for data collection and experiments
- Daily activities intentionally performed by participants 
- Multiple RGB-D cameras for 8 different viewpoints
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• Data acquisition environment: Test-bed
• Data format: RGB-DS video clips
• Participants: 50 older adults + 50 young adults
• Samples: 112,620 trimmed videos of 55 activities
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• The first large-scale multi-modal elderly activity dataset

  

A realistic dataset considering the service situation of 
human-care robots: The aim of the proposed dataset is to be 
utilized in practical research that can be applied to real-world 
environments. Therefore, while designing the dataset, 
probable situations that can occur when robots are in service 
are closely investigated. The data acquisition is performed in 
an apartment that has conditions quite similar to the living 
conditions of the elderly. Each subject is advised to perform 
the given action in his/her own way. Additionally, the 
subjects’ actions are carried out in diverse environmental 
conditions such as the time of the day or places in the 
apartment and in various human postures. We also acquired 
data from the probable locations where the robot is supposed 
to be when it serves humans. For instance, in small spaces 
such as kitchens or bathrooms, the proposed dataset includes 
scenes where humans face their backs while performing the 
actions. Although recognizing the actions from their backs is 
difficult, we believe that these actions are realistic situations 
that may occur frequently. These considerations make the 
proposed dataset more challenging, but they make the dataset 
more practical.  

A large-scale RGB-D action recognition dataset that 
overcomes the limitations of the reported datasets: A 
sufficient amount of data is crucial for developing deep 
learning algorithms. However, building a sufficiently large 
dataset is extremely expensive and difficult, especially for 3D 
actions, because there is no proper way to leverage 
video-sharing services or crowdsourcing as in their 2D 
counterparts. Because of these difficulties, only a limited 
number of 3D datasets have been reported in several aspects. 
Among them, the major drawbacks are a small number of 
subjects and action categories and monotonous 
environmental conditions. As presented in Table I, the 
proposed dataset consists of 112,620 video samples, which is 
comparable to the current largest 3D action dataset, NTU 
RGB+D 120 [10]. A dataset of this scale with realistic 
variations may aid in researching extensively from a variety 
of perspectives, which are expected to contribute to the 
advancement of robotics intelligence research. 

Additionally, we propose a novel action recognition 
network, four-stream adaptive CNN (FSA-CNN). This 
proposed network was used to include the spatio-temporal 
variation of action data. FSA-CNN has three main properties: 
global pooling that provides the robustness to temporal 
variations, activation network that helps in input-specific 
adaptation, and four-stream inputs. Each property is 
explained in detail in section IV. The proposed network can 
recognize the actions of not only the elderly, but also the 
adults well. We evaluated the proposed FSA-CNN using the 
NTU RGB+D and ETRI-Activity3D datasets. We then 
analyzed the domain differences and robustness to temporal 
variations. 

In summary, the major contributions of this study are as 
follows: 1) a new large-scale dataset for the action 
recognition of the elderly is introduced, 2) a novel neural 
architecture that is robust to realistic variations is proposed, 
and 3) the efficiency and usefulness of the dataset are 
validated using extensive experiments. 

II. RELATED WORK 

In this section, we briefly review the publicly available 
datasets for 3D daily activity recognition and the recent deep 
learning methods for human action recognition. 

A. 3D daily activity recognition datasets 
Table I shows the most popular public datasets captured 

indoors using the Kinect sensors. Although each one has its 
own unique characteristics, it has limitations.  

RGBD-HuDaAct [3] is one of the largest datasets for the 
home-monitoring-oriented activity recognition. It contains 
1,189 synchronized color-depth video streams that provide 
rich intra-class variations. However, because the background 
is limited to a single lab environment with a fixed camera, the 
dataset is not suitable for practical benchmarks. 

MSRDailyActivity3D [4] is designed to include the 
human daily activities in the living room. It contains 320 
samples of 16 activities performed by 10 actors, either sitting 
on the sofa or standing close to it. However, the small 
number of samples and fixed camera viewpoints are the 
limitations of this dataset.  

CAD-120 [6] focuses on high-level activities and object 
interactions. It comprises 120 long-term activities, such as 
making cereal and microwaving food. Each video is 
annotated with human skeleton tracks, object tracks, object 
affordance labels, sub-activity labels, and high-level 
activities. 

Toyota Smarthome [11] is a real-world video dataset for 
activities of daily living. It consists of 16,129 RGB+D clips 
of 31 activity classes performed by the elderly in a smart 
home. Unlike the other datasets, the videos were completely 
unscripted in this dataset; this brought out several real-world 
challenges. However, the limited number of subjects and 
activity classes are the drawbacks of this dataset. 

NTU-RGB+D 120 [10], an extension of NTU-RGB+D 
[9], is the current largest benchmark dataset for 3D action 
recognition. It includes 114,480 video samples collected from 
120 action classes in multi-view settings. This large-scale 
dataset has contributed to the development and evaluation of 
data-driven learning methods. However, this dataset was 
acquired in a laboratory environment, and the activities were 

TABLE I.  COMPARISON BETWEEN ETRI-ACTIVITY3D AND OTHER 
PUBLICLY AVAILABLE DATASETS FOR 3D DAILY ACTIVITY RECOGNITION. 

DATA MODALITIES: (RGB)VIDEO, (D)EPTH, (S)KELETON, (I)R. 
Datasets #Samples #Sub #Act Modalities 

RGBD-HuDaAct [3] 1,189 30 13 RGBD 
MSRDailyActivity3D [4] 320 10 16 RGBDS 
Act42 [5] 6,844 24 14 RGBD 
CAD-120 [6] 120 4 10+10 RGBDS 
Office Activity [7] 1,180 10 20 RGBD 
UWA3D Multiview II [8] 1,075 10 30 RGBDS 
NTU RGB+D [9] 56,880 40 60 RGBDSI 
NTU RGB+D 120 [10] 114,480 106 120 RGBDSI 
Toyota Smarthome [11] 16,129 18 31 RGBDS 
ETRI-Activity3D 112,620 100 55 RGBDS 
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• Available at: https://ai4robot.github.io/etri-activity3d
Jang, J., Kim, D., Park, C., Jang, M., Lee, J., & Kim, ETRI-Activity3D: A Large-Scale RGB-D Dataset for Robots to Recognize Daily Activities of the Elderly. IROS 2020.
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Abstract— Deep learning, based on which many modern 
algorithms operate, is well known to be data-hungry. In 
particular, the datasets appropriate for the intended 
application are difficult to obtain. To cope with this situation, 
we introduce a new dataset called ETRI-Activity3D, focusing 
on the daily activities of the elderly in robot-view. The major 
characteristics of the new dataset are as follows: 1) practical 
action categories that are selected from the close observation of 
the daily lives of the elderly; 2) realistic data collection, which 
reflects the robot’s working environment and service situations; 
and 3) a large-scale dataset that overcomes the limitations of 
the current 3D activity analysis benchmark datasets. The 
proposed dataset contains 112,620 samples including RGB 
videos, depth maps, and skeleton sequences. During the data 
acquisition, 100 subjects were asked to perform 55 daily 
activities. Additionally, we propose a novel network called 
four-stream adaptive CNN (FSA-CNN). The proposed 
FSA-CNN has three main properties: robustness to 
spatio-temporal variations, input-adaptive activation function, 
and extension of the conventional two-stream approach. In the 
experiment section, we confirmed the superiority of the 
proposed FSA-CNN using NTU RGB+D and ETRI-Activity3D. 
Further, the domain difference between both groups of age was 
verified experimentally. Finally, the extension of FSA-CNN to 
deal with the multimodal data was investigated.  

I. INTRODUCTION 

The tremendous success of deep learning approaches has 
brought a substantial improvement in several computer vision 
tasks. Because these approaches are heavily dependent on 
large and reliable datasets, efforts have been made to create 
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such datasets, resulting in several publicly available datasets. 
This is also the case with human action understanding [1, 2, 9, 
10, 11]. However, the characteristics of the reported datasets 
are biased toward their intended applications. 

In this study, we employ the recognition of daily activities 
from a robot’s point of view. We believe that the elderly in 
particular would be the first serious users of robot services. 
Therefore, they are primarily assumed to be the users. 
However, evidently, the reported datasets do not fit in this 
important application. 

Therefore, ETRI-Activity3D, which precisely targets  
the application of recognition of daily activities of the elderly 
from the robot’s point of view, is employed. The unique 
characteristics of this proposed dataset over the existing ones 
are provided in the following. 

A new visual dataset based on observations of the 
daily activities of the elderly: A close understanding of 
what the elderly actually do in their daily lives is essential for 
constructing a useful dataset. Therefore, we visited the homes 
of 53 elderly people over the age of 70 years and carefully 
monitored and documented their daily behavior from 
morning to night. Then, we selected 55 most frequent actions. 
Further, while constructing the dataset, we recruited 50 
elderly people aged between 64 and 88 years, which led to a 
realistic intra-class variation of the actions. Additionally, we 
recruited 50 young people in their 20s. This composition 
allowed us to perform various comparative experiments 
between the behavior of the elderly and that of the young. 
Thus, we were provided with a deeper understanding of the 
behavioral characteristics of the elderly.

Jinhyeok Jang, Dohyung Kim*, Cheonshu Park, Minsu Jang, Jaeyeon Lee, Jaehong Kim 

ETRI-Activity3D: A Large-Scale RGB-D Dataset for Robots 
 to Recognize Daily Activities of the Elderly 

 
Figure 1.  Examples of daily actions in the proposed dataset are displayed along with the corresponding depth map and skeleton information obtained 
from the Kinect v2 sensors. Actions (from left to right): eating food with a fork, vacuuming the floor, spreading the bedding, washing a towel by hands, 
hanging out laundry, and hand shaking. The entire dataset is available for download at the following link: https://ai4robot.github.io/etri-activity3d-en.2  

https://ai4robot.github.io/etri-activity3d
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• Data acquisition environment: Living Lab
• Data format: RGB-DS video clips
• Participants: 30 living labs
• Samples: 150 hours of untrimmed videos
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recommended while carrying out the action (e.g., taking 
medicine while sitting or standing, etc.). Additionally, 
different shapes of relevant objects were provided to the 
subjects, and they were asked to hold the objects with their 
right or left hand.  

Thus, we collected a large-scale RGB-D dataset with 
112,620 samples. Detailed information on the dataset can be 
found at the following link: https://ai4robot.github.io/ 
etri-activity3d-en.  

Table II shows the differences between actions performed 
by the elderly and adults observed on the ETRI-Activity3D 
dataset. The first two rows clearly indicate that the elderly act 
slower than the adult. The frame length and motion 
differentials were calculated using normalized skeletons, and 
three action classes were excluded because of the strong 
noise. This statistical analysis indicates that the elderly act 
quite differently from the young, which suggests that the 
elderly subjects should be included in building realistic 
datasets.  

IV. FOUR-STREAM ADAPTIVE CNN 

The overall network of FSA-CNN is illustrated in Fig. 3. 
The proposed FSA-CNN has three major properties: 
robustness to temporal variations, activation network [27], 
and four-stream inputs. Each row in the figure represents the 
four streams, and the gradually colored layers represent the 
activation networks. Each stream has a global max pooling 
layer at the end to accommodate the variable length inputs. In 
this section, each component of the proposed FSA-CNN is 
described. The code can be found at the following link: 
https://github.com/ai4r/AIR-Action- Recognition.  

A. Architecture with indefinite input-length 
The first property, robustness to temporal variations, 

needs to be addressed because of the presence of innate 
variations in action lengths, inevitable noises caused by the 
imperfect detection of action, or domain differences shown in 

Table II. This property has also been briefly addressed in 
[20]. 

However, several action recognition approaches [12, 14, 
15, 24, 25, 26] simply adopt a fixed video length by sampling, 
padding, and/or interpolating the input video sequence. These 
modifications often result in information loss. 

Therefore, we propose a novel network architecture that 
is robust against the temporal variations using global max 
pooling. By adopting this layer, the proposed network can 
extract robust features with a fixed length even for a varying 
input video length. 

The problems caused by these varying lengths should be 
considered during the training phase. Therefore, in the 
training phase, we randomly sampled the data in different 
lengths and trained the network using the data. This approach 
has the effect of data augmentation because randomly 
sampling into various lengths has much more degree of 
freedom than sampling into a fixed length.  

Figure 4. Schematic of a layer in the activation network. 

Figure 3. Schematic of the proposed architecture for action recognition. 
• Jang, Jinhyeok, Hyunjoong Cho, Jaehong Kim, Jaeyeon Lee, and Seungjoon Yang. "Deep neural networks with a set of node-

wise varying activation functions." Neural Networks (2020)
• Jang, J., Kim, D., Park, C., Jang, M., Lee, J., & Kim. " ETRI-Activity3D: A Large-Scale RGB-D Dataset for Robots to Recognize 

Daily Activities of the Elderly. " IROS 2020. (2020) (accepted)
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B. Activation network  
The activation network [27] is a substitute for the 

activation layer. It introduces non-linearity into deep neural 
networks. The activation layer has a fixed non-linear function 
such as ReLU, and a deep neural network formulates a 
high-order non-linearity using multiple activation layers. In 
contrast, the activation network is a trainable layer that can fit 
complex curves well without employing multiple layers. 

This activation network has two advantages. First, it can 
reduce the number of trainable weights in a network. In case 
of the conventional activation layer, multiple layers have to 
be stacked to fit high-order curves, and a huge amount of data 
is required to fit such a high-order function well. On the 
contrary, the activation network can model a higher-order 
function using only a few trainable weights. Second, the 
activation curves generated by the activation network are 
functions of the input data itself. That is, each input has its 
own activation function. This input-dependent activation 
function adapts better to input data and thus more robust to 
data variations when compared to the conventional activation 
layer. Fig. 4 illustrates the structure of activation network. 
For a layer, the output of the ith node represented as 𝑢𝑖

𝑙 is 
obtained by the following equation: 

 𝑢𝑖
𝑙 =  ∑ 𝑊𝑖𝑗

𝑙 𝑥𝑗
𝑙−1 +  𝑏𝑖

𝑙𝑛𝑙−1
𝑗 , (1)     

for i = 1, 2, · · ·, 𝑛𝑙; where 𝑥𝑗
𝑙−1 is the output of the jth node 

obtained from the (𝑙 − 1)th layer; and 𝑊𝑖𝑗
𝑙  and 𝑏𝑖

𝑙 are the 
weight and bias, respectively. A set of polynomial 
coefficients is obtained by a branch network expressed as per 
the following equation: 

 𝑎𝑘𝑖
𝑙 =  ∑ 𝑉𝑗𝑘

𝑙 𝑢𝑗
𝑙 + 𝑧𝑘𝑖

𝑙𝑛𝑙
𝑗 , (2) 

for k = 0, 1, · · ·, K; where 𝑉𝑗𝑘
𝑙  and 𝑧𝑘𝑖

𝑙  are the weight and 
bias for the kth-order coefficient of the ith node, 𝑎𝑘𝑖

𝑙 , 
respectively. The intermediate output is activated by a 
Kth-order polynomial function as shown in the following: 

 𝑥𝑖
𝑙 =  ∑ 𝑎𝑘𝑖

𝑙 (𝑢𝑗
𝑙)𝑘𝐾

𝑘 , (3)   

The activation layer generates a set of Taylor coefficients 
and creates a feature using the weighted sum of Taylor 
coefficients and numerical powers of the input feature. Thus, 
a convolution operation can be re-written as a matrix 
multiplication using the Toeplitz matrix, so that it can be 
easily applied to the convolution layer. 

C. Four-stream input  
The two-stream approach is widely used for action 

recognition [14, 15, 16, 25, 26]. Several reported action 
recognition studies adopt two-stream networks that utilize 
both action and temporal differential sequences as inputs. We 
extended this concept to the following four streams: action, 
short-term temporal differential, long-term temporal 
differential, and spatial differential sequences. Basically, we 
transformed a skeleton sequence into evolution images as 
suggested in [23] and fed them into the first stream of Fig. 3. 
The short-term and long-term temporal differential sequences 
are differentials of skeleton sequences in the temporal 
domain. The short-term one is differentiated by a small 
differential gap, whereas the long-term one is differentiated 
by a larger gap. Because both the differentials are the types of 

skeletal motions, a shared network can be used to extract 
features. 

The spatial differential sequence is a differential between 
two spatially adjacent joints. Because an action contains both 
the spatial and temporal information, we needed to add a 
spatial differential sequence in addition to the traditional 
two-stream method.  

V. EXPERIMENTS 
We evaluated the proposed architecture by comparing it 

with the other state-of-the-art methods using 
ETRI-Activity3D and NTU RGB+D [9] datasets. 
Additionally, we analyzed the ETRI-Activity3D using the 
results of the proposed FSA-CNN to reveal the differences 
between the data of the elderly and adults. 

Further, the data augmentation such as 3D rotation, 
body-shape variation, and noise was applied. Moreover, the 
random sampling based on the different lengths of data 
sequence provided the effect of data augmentation. For the 
NTU RGB+D dataset, the input length ranged from 32–128, 
and for the ETRI-Activity3D dataset, it ranged from 32–200.  

 A. Action recognition on NTU RGB+D and ETRI-Activity3D  
For an objective comparison with the other reported 

networks, FSA-CNN was applied to the NTU RGB+D 
dataset and our new ETRI-Activity3D dataset. The accuracies 
of other methods on NTU RGB+D have already been 
reported in their studies. However, their accuracies on 
ETRI-Activity3D have been measured in our experiments 
using their publicized codes. 

The NTU RGB+D dataset suggests two experimental 
protocols: cross-subject and cross-view. We followed the 
same protocols. The experimental results and comparisons 
are reported in Table III. As shown in the table, the proposed 
method achieved the best performance in both protocols. 

Additionally, we followed the "cross-subject" protocol for 
the ETRI-Activity3D dataset. To do so, we divided the entire 
subjects' data into a training and test sets. The training set 
consisted of 67 subjects', and the test set consisted of the 
remaining 33 subjects' data. The subject IDs of the test set are 

TABLE III.  PERFORMANCES OF THE PROPOSED AND STATE-OF-THE-ART 
METHODS ON NTU RGB+D AND ETRI-ACTIVITY3D.  

CS: CROSS-SUBJECT, CV: CROSS-VIEW. 

Method 
NTU RGB+D ETRI- 

Activity3D 
CS (%) CV (%) CS (%) 

IndRNN [18] 81.8 88.0 73.9 

Beyond Joint [17] 79.5 87.6 79.1 

SK-CNN [14] 83.2 89.3 83.6 

ST-GCN [20] 81.5 88.3 86.8 

Motif ST-GCN [21] 84.2 90.2 89.9 

Ensem-NN [16] 85.1 91.3 83.0 

MANs [19] 83.0 90.7 82.4 

HCN [15] 86.5 91.1 88.0 

FSA-CNN 88.1 92.2 90.6 
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“Is it plausible that activity patterns of elderly people are 
very different from those of young adults?” “Yes, maybe…”

Average activity length (sec) Motion magnitude per time
Elderly 13.35 16.79
Young 9.45 20.28

Test data
Training data TestDataelderly TestDatayoung

TrainingDataelderly 87.69 68.99
TrainingRDatayoung 74.87 85.00
TrainingRDatamixed 84.78 82.05
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• A large-scale – 400 hours of – Korean speech dataset
• Collected entirely from older adults
• Dialog Speech + Read Speech
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• Conversations between a visiting social worker and an 
elderly living alone
• Recordings made with smartphones

- Varying audio quality
- Frequent environmental noises
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VOTE400(Voide Of The Elderly 400 Hours): A Speech Dataset to Study
Voice Interface for Elderly-Care

Minsu Jang1, Sangwon Seo2, Dohyung Kim1, Jaeyeon Lee1 and Jaehong Kim1 and Jun-Hwan Ahn2

Abstract— This paper introduces a large-scale Korean speech
dataset, called VOTE400, that can be used for analyzing and
recognizing voices of the elderly people. The dataset includes
about 300 hours of continuous dialog speech and 100 hours
of read speech, both recorded by the elderly people aged 65
years or over. A preliminary experiment showed that speech
recognition system trained with VOTE400 can outperform
conventional systems in speech recognition of elderly people’s
voice. This work is a multi-organizational effort led by ETRI
and MINDs Lab Inc. for the purpose of advancing the speech
recognition performance of the elderly-care robots.

I. INTRODUCTION
Voice interface is the most intuitive, comfortable and

universal interface for interacting with service robots. Re-
cent advancement of commercial cloud-based speech-to-text
(STT) services allowed devising a voice interface for service
robots a very simple process of integrating a service API for
STT into the robot SW system.

While these commercial systems work very well with
adults in the ages of between 20 and 60, it easily fails with
voices from older adults aged 65 years or over. It is known
that speech signals from older adults bring about difficulties
for automated speech recognition as they tend to be imprecise
in consonant pronunciation, include tremors, and have slower
articulations [1].

In the need to develop a speech recognition system that
are specialized to the speech signals from older adults, we
built a speech dataset by collecting large-scale dialogue and
read speech from older adults. The result of our effort is 400
hours of Korean speech data which we named as ’VOTE400
(Voice Of The Elderly 400 Hours) and open-sourced for any
non-commercial research projects (https://ai4robot.
github.io/mindslab-etri-vote400).

II. DATASET DESCRIPTION

A. Dataset Collection
For recruiting and collecting voice data from older adults,

we got assistance from a Korean governmental office, called
Dok-Geo-No-In-Jong-Haap-Ji-Won Center (Ji-Won Center:
http://www.1661-2129.or.kr/index.html) de-
voted to the support of older adults living alone. With the
support from the Ji-Won Center, we could collect a large-
scale dialog speech and read speech from a number of older
adults across various regions of South Korea.

1Minsu Jang, Dohyung Kim, Jaeyeon Lee and Jaehong Kim are with
Electronics and Telecommunications Research Institute, Daejeon-si, South
Korea minsu at etri.re.kr

2Sangwon Seo and Jun-Hwan Ahn is with MINDs Lab Inc., Kyungki-do,
South Korea asdn9353 at mindslab.ai

1) Dialog Speech: To collect spontaneous speech data
from older adults, we could utilize a support program of
Ji-Won Center called Saa-Raang-It-Gi where social workers
regularly visit elderly people’s homes for consulting on
health-related issues and relieving loneliness. After explain-
ing about the data collection experiment and getting consent
of participation from the elderly, conversations between a
social worker and an elderly were recorded using a smart-
phone.

The recordings from these program sessions were sent to
Ji-Won Center and a screening process was performed to
remove every dialogue involving sensitive personal informa-
tion. Then, a quality assurance process was followed to filter
out speech segments incomprehensible by human listener due
to imprecise pronunciation or significant noise.

2) Read Speech: To amend the relatively low-quality of
the dialog speech dataset, we launched another data collec-
tion process to acquire read speech from older adults. We
built and utilized in the process a dedicated speech collection
system, where a tablet-based client program presents a sen-
tence to read to an elderly user; makes a recording and sends
it to a server; where the recording is inspected to be accepted
or not. In total, the number of unique sentences chosen to
be read by participants was 2,250. These sentences were
selected by considering how often these could be casually
uttered by older adults in daily lives.

TABLE I
RAW DATA COLLECTION OF DIALOG SPEECH

Region(R) No. Participants Len. (hrs)
Seoul-si(SE) 620 122
Busan-si(PS) 242 90
Daegu-si(DG) 202 33
Gwangju-si(GJ) 179 63
Daejeon-si(DJ) 275 66
Ulsan-si(WS) 80 28
Goyang-si(GG) 335 69
Gangwon-do(GW) 178 45
Chungcheongbuk-do(CB) 252 92
Chungcheongnam-do(CN) 317 46
Jeollanam-do(JN) 323 103
Gyeongsangbuk-do(GB) 378 116
Total 3,381 873

B. Dialog Speech Data

The total number of elderly participants is 3,381 and the
total length of recordings is 873 hours. This is the result of
collective efforts by regional senior citizens welfare institutes

• 873 hours, 3,381 participants, 12 regions
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• Quality Assurance
- Speech segments inaudible or incomprehensible by human 

listeners were removed 

• Screening
- Every dialog including sensitive personal information were 

removed
• Transcription

- An audio file was transcribed into a text file 
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collaborating with the Ji-Won Center. Table I shows the
regional distributions of all the participants and the length
of recordings per region.

After the screening and the QA process mentioned in the
previous subsection, we finalized 300 hours of dialog speech
to be included in the VOTE400 dataset. Transcription for
every final speech data was done by human annotators. In
VOTE400, we provide for a recording session in a WAV
file. The audio format of the WAV file is as shown in table
II. Every WAV file is accompanied by a transcription text
file encoded in ISO-8859. The transcription does not include
audio-text alignment information.

TABLE II
VOTE400 DIALOG SPEECH AUDIO FORMAT

Property Value
Format. PCM
Format Settings Little/Signed
Codec ID 1
Bit Rate Mode Constant
Bit Rate. 256
Channel(s) 1
Sampling Rate 16 kHz
Bit Depth 16 bits

The file name of each recording follows the pattern of
<P-ID>_<G>_<A>_<R>_<DT>, where P-ID is a unique
participant ID; G is a gender value (F for female, M for male),
A is a age value, R is a regional code, and DT is the data-time
of the recording session.

Participants and speech audio statistics for VOTE400
dialog dataset are shown in table III and table IV.

TABLE III
DEMOGRAPHICS OF VOTE400 DIALOG SPEECH

Region(R) No. Participants Age (µ/�)
Seoul-si(SE) 251(F:210,M:41) 78.98/5.13
Daegu-si(DG) 108(F:95,M:13) 80.33/6.08
Gyoungki-do(GG) 110(F:83,M:27) 80.17/5.41
Chungcheongnam-do(CN) 6(F:6,M:0) 77.00/3.69
Jeollanam-do(JN) 70(F:56,M:14) 80.76/4.90
Busan-si(PS) 160(F:137,M:23) 78.70/5.51
Daejeon-si(DJ) 96(F:72,M:24) 78.81/5.24
Gangwon-do(GW) 109(F:94,M:15) 80.07/5.50
Gyeongsangbuk-do(GB) 98(F:95,M:3) 80.87/4.48
Gwangju-si(GJ) 87(F:70,M:17) 79.39/5.77
Chungcheongbuk-do(CB) 17(F:17,M:0) 80.47/5.51
Ulsan-si(WS) 58(F:49,M:9) 76.97/4.48
Total 1,170(F:984,M:186) 79.47/5.37

C. Read Speech Data

The total number of elderly participants is 104 and the
total length of recordings is 100 hours. Table VI shows the
statistics of VOTE400 read speech data.

Audio format of the VOTE400 read speech data is as
shown in V, which is slightly different from the format of
the dialog speech data.

TABLE IV
SPEECH AUDIO STATISTICS FOR VOTE400 DIALOG SPEECH

Region(R) Len.(secs) Len.(µ/�)
Seoul-si(SE) 151,010 601.63/239.83
Daegu-si(DG) 60,740 562.42/228.14
Gyoungki-do(GG) 107,935 981.23/357.19
Chungcheongnam-do(CN) 5,193 865.62/293.98
Jeollanam-do(JN) 81,767 1,168.10/294.85
Busan-si(PS) 200,207 1,251.30/255.85
Gangwon-do(GW) 95,420 875.42/158.18
Daejeon-si(DJ) 123,138 1,282.70/293.83
Gyeongsangbuk-do(GB) 71,175 726.28/308.80
Gwangju-si(GJ) 92,699 1,065.52/276.53
Chungcheongbuk-do(CB) 20,135 1,184.41/309.54
Ulsan-si(WS) 70,754 1,219.90/254.43
Total 1,080,179 923.23/380.17

TABLE V
VOTE400 READ SPEECH AUDIO FORMAT

Property Value
Format. PCM
Format Settings Little/Signed
Codec ID 1
Bit Rate Mode Constant
Bit Rate. 705.6 kb/s
Channel(s) 1
Sampling Rate 44.1 kHz
Bit Depth 16 bits

The file name of read speech data follows the pat-
tern of PID_<P-ID>_<DATE>_<SENTENCE-NO>_<R>,
where P-ID is a unique participant ID, DATA is the date of
recording, SENTENCE-NO is a serial number put to each
of the recorded sentences, and R is the region code as
shown in table VI. Each WAV file contains a single sentence,
accompanied by a transcription text file encoded in EUC-KR.

Though the number of sentences chosen and presented to
the participants was originally 2,250, the final total number
of unique sentences in VOTE400 read speech data is 7,832,
due to mistakes and slight variations in real utterances by
older adults.

III. PRELIMINARY EXPERIMENT

We conducted a preliminary experiment by training a
MINDs Lab Inc.’s proprietary baseline speech recognizer(M),
which is based on LSTM architecture, and estimating the
STT accuracy using VOTE400. After fine-tuning the baseline
with 50 hours each of dialog speech data and read speech
data of VOTE400, a simple test with 100 sentences from
different regions was performed and the results are as shown
in table VII, along with the results when the sentences were
tested on a commercial cloud-based STT engine(C).

IV. SUMMARY

We described a Korean speech dataset VOTE400 which is
collected entirely from older adults of more than 75 years
old. VOTE400 contains 300 hours of dialogue speech data
and 100 hours of read speech data, with proficient varieties

• 1,170 participants, 79 years old in average
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• 300 hours, 15.4 minutes per a session in averagecollaborating with the Ji-Won Center. Table I shows the
regional distributions of all the participants and the length
of recordings per region.

After the screening and the QA process mentioned in the
previous subsection, we finalized 300 hours of dialog speech
to be included in the VOTE400 dataset. Transcription for
every final speech data was done by human annotators. In
VOTE400, we provide for a recording session in a WAV
file. The audio format of the WAV file is as shown in table
II. Every WAV file is accompanied by a transcription text
file encoded in ISO-8859. The transcription does not include
audio-text alignment information.

TABLE II
VOTE400 DIALOG SPEECH AUDIO FORMAT

Property Value
Format. PCM
Format Settings Little/Signed
Codec ID 1
Bit Rate Mode Constant
Bit Rate. 256
Channel(s) 1
Sampling Rate 16 kHz
Bit Depth 16 bits

The file name of each recording follows the pattern of
<P-ID>_<G>_<A>_<R>_<DT>, where P-ID is a unique
participant ID; G is a gender value (F for female, M for male),
A is a age value, R is a regional code, and DT is the data-time
of the recording session.

Participants and speech audio statistics for VOTE400
dialog dataset are shown in table III and table IV.

TABLE III
DEMOGRAPHICS OF VOTE400 DIALOG SPEECH

Region(R) No. Participants Age (µ/�)
Seoul-si(SE) 251(F:210,M:41) 78.98/5.13
Daegu-si(DG) 108(F:95,M:13) 80.33/6.08
Gyoungki-do(GG) 110(F:83,M:27) 80.17/5.41
Chungcheongnam-do(CN) 6(F:6,M:0) 77.00/3.69
Jeollanam-do(JN) 70(F:56,M:14) 80.76/4.90
Busan-si(PS) 160(F:137,M:23) 78.70/5.51
Daejeon-si(DJ) 96(F:72,M:24) 78.81/5.24
Gangwon-do(GW) 109(F:94,M:15) 80.07/5.50
Gyeongsangbuk-do(GB) 98(F:95,M:3) 80.87/4.48
Gwangju-si(GJ) 87(F:70,M:17) 79.39/5.77
Chungcheongbuk-do(CB) 17(F:17,M:0) 80.47/5.51
Ulsan-si(WS) 58(F:49,M:9) 76.97/4.48
Total 1,170(F:984,M:186) 79.47/5.37

C. Read Speech Data

The total number of elderly participants is 104 and the
total length of recordings is 100 hours. Table VI shows the
statistics of VOTE400 read speech data.

Audio format of the VOTE400 read speech data is as
shown in V, which is slightly different from the format of
the dialog speech data.

TABLE IV
SPEECH AUDIO STATISTICS FOR VOTE400 DIALOG SPEECH

Region(R) Len.(secs) Len.(µ/�)
Seoul-si(SE) 151,010 601.63/239.83
Daegu-si(DG) 60,740 562.42/228.14
Gyoungki-do(GG) 107,935 981.23/357.19
Chungcheongnam-do(CN) 5,193 865.62/293.98
Jeollanam-do(JN) 81,767 1,168.10/294.85
Busan-si(PS) 200,207 1,251.30/255.85
Gangwon-do(GW) 95,420 875.42/158.18
Daejeon-si(DJ) 123,138 1,282.70/293.83
Gyeongsangbuk-do(GB) 71,175 726.28/308.80
Gwangju-si(GJ) 92,699 1,065.52/276.53
Chungcheongbuk-do(CB) 20,135 1,184.41/309.54
Ulsan-si(WS) 70,754 1,219.90/254.43
Total 1,080,179 923.23/380.17

TABLE V
VOTE400 READ SPEECH AUDIO FORMAT

Property Value
Format. PCM
Format Settings Little/Signed
Codec ID 1
Bit Rate Mode Constant
Bit Rate. 705.6 kb/s
Channel(s) 1
Sampling Rate 44.1 kHz
Bit Depth 16 bits

The file name of read speech data follows the pat-
tern of PID_<P-ID>_<DATE>_<SENTENCE-NO>_<R>,
where P-ID is a unique participant ID, DATA is the date of
recording, SENTENCE-NO is a serial number put to each
of the recorded sentences, and R is the region code as
shown in table VI. Each WAV file contains a single sentence,
accompanied by a transcription text file encoded in EUC-KR.

Though the number of sentences chosen and presented to
the participants was originally 2,250, the final total number
of unique sentences in VOTE400 read speech data is 7,832,
due to mistakes and slight variations in real utterances by
older adults.

III. PRELIMINARY EXPERIMENT

We conducted a preliminary experiment by training a
MINDs Lab Inc.’s proprietary baseline speech recognizer(M),
which is based on LSTM architecture, and estimating the
STT accuracy using VOTE400. After fine-tuning the baseline
with 50 hours each of dialog speech data and read speech
data of VOTE400, a simple test with 100 sentences from
different regions was performed and the results are as shown
in table VII, along with the results when the sentences were
tested on a commercial cloud-based STT engine(C).

IV. SUMMARY

We described a Korean speech dataset VOTE400 which is
collected entirely from older adults of more than 75 years
old. VOTE400 contains 300 hours of dialogue speech data
and 100 hours of read speech data, with proficient varieties
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• Audio Data

collaborating with the Ji-Won Center. Table I shows the
regional distributions of all the participants and the length
of recordings per region.

After the screening and the QA process mentioned in the
previous subsection, we finalized 300 hours of dialog speech
to be included in the VOTE400 dataset. Transcription for
every final speech data was done by human annotators. In
VOTE400, we provide for a recording session in a WAV
file. The audio format of the WAV file is as shown in table
II. Every WAV file is accompanied by a transcription text
file encoded in ISO-8859. The transcription does not include
audio-text alignment information.

TABLE II
VOTE400 DIALOG SPEECH AUDIO FORMAT

Property Value
Format. PCM
Format Settings Little/Signed
Codec ID 1
Bit Rate Mode Constant
Bit Rate. 256
Channel(s) 1
Sampling Rate 16 kHz
Bit Depth 16 bits

The file name of each recording follows the pattern of
<P-ID>_<G>_<A>_<R>_<DT>, where P-ID is a unique
participant ID; G is a gender value (F for female, M for male),
A is a age value, R is a regional code, and DT is the data-time
of the recording session.

Participants and speech audio statistics for VOTE400
dialog dataset are shown in table III and table IV.

TABLE III
DEMOGRAPHICS OF VOTE400 DIALOG SPEECH

Region(R) No. Participants Age (µ/�)
Seoul-si(SE) 251(F:210,M:41) 78.98/5.13
Daegu-si(DG) 108(F:95,M:13) 80.33/6.08
Gyoungki-do(GG) 110(F:83,M:27) 80.17/5.41
Chungcheongnam-do(CN) 6(F:6,M:0) 77.00/3.69
Jeollanam-do(JN) 70(F:56,M:14) 80.76/4.90
Busan-si(PS) 160(F:137,M:23) 78.70/5.51
Daejeon-si(DJ) 96(F:72,M:24) 78.81/5.24
Gangwon-do(GW) 109(F:94,M:15) 80.07/5.50
Gyeongsangbuk-do(GB) 98(F:95,M:3) 80.87/4.48
Gwangju-si(GJ) 87(F:70,M:17) 79.39/5.77
Chungcheongbuk-do(CB) 17(F:17,M:0) 80.47/5.51
Ulsan-si(WS) 58(F:49,M:9) 76.97/4.48
Total 1,170(F:984,M:186) 79.47/5.37

C. Read Speech Data

The total number of elderly participants is 104 and the
total length of recordings is 100 hours. Table VI shows the
statistics of VOTE400 read speech data.

Audio format of the VOTE400 read speech data is as
shown in V, which is slightly different from the format of
the dialog speech data.

TABLE IV
SPEECH AUDIO STATISTICS FOR VOTE400 DIALOG SPEECH

Region(R) Len.(secs) Len.(µ/�)
Seoul-si(SE) 151,010 601.63/239.83
Daegu-si(DG) 60,740 562.42/228.14
Gyoungki-do(GG) 107,935 981.23/357.19
Chungcheongnam-do(CN) 5,193 865.62/293.98
Jeollanam-do(JN) 81,767 1,168.10/294.85
Busan-si(PS) 200,207 1,251.30/255.85
Gangwon-do(GW) 95,420 875.42/158.18
Daejeon-si(DJ) 123,138 1,282.70/293.83
Gyeongsangbuk-do(GB) 71,175 726.28/308.80
Gwangju-si(GJ) 92,699 1,065.52/276.53
Chungcheongbuk-do(CB) 20,135 1,184.41/309.54
Ulsan-si(WS) 70,754 1,219.90/254.43
Total 1,080,179 923.23/380.17

TABLE V
VOTE400 READ SPEECH AUDIO FORMAT

Property Value
Format. PCM
Format Settings Little/Signed
Codec ID 1
Bit Rate Mode Constant
Bit Rate. 705.6 kb/s
Channel(s) 1
Sampling Rate 44.1 kHz
Bit Depth 16 bits

The file name of read speech data follows the pat-
tern of PID_<P-ID>_<DATE>_<SENTENCE-NO>_<R>,
where P-ID is a unique participant ID, DATA is the date of
recording, SENTENCE-NO is a serial number put to each
of the recorded sentences, and R is the region code as
shown in table VI. Each WAV file contains a single sentence,
accompanied by a transcription text file encoded in EUC-KR.

Though the number of sentences chosen and presented to
the participants was originally 2,250, the final total number
of unique sentences in VOTE400 read speech data is 7,832,
due to mistakes and slight variations in real utterances by
older adults.

III. PRELIMINARY EXPERIMENT

We conducted a preliminary experiment by training a
MINDs Lab Inc.’s proprietary baseline speech recognizer(M),
which is based on LSTM architecture, and estimating the
STT accuracy using VOTE400. After fine-tuning the baseline
with 50 hours each of dialog speech data and read speech
data of VOTE400, a simple test with 100 sentences from
different regions was performed and the results are as shown
in table VII, along with the results when the sentences were
tested on a commercial cloud-based STT engine(C).

IV. SUMMARY

We described a Korean speech dataset VOTE400 which is
collected entirely from older adults of more than 75 years
old. VOTE400 contains 300 hours of dialogue speech data
and 100 hours of read speech data, with proficient varieties



45

• Pre-selected sentences were read by older adults
• Recordings made with a dedicated tablet app with on-line 

validation
- Good quality overall
- But, frequent mistakes by participants
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• 104 participants, 5 regions
• 111,814 sentences, 100 hours

TABLE VI
REGIONAL DISTRIBUTIONS OF VOTE400 READ DATASET

Region(G) No. Persons No. Sent. Len.(µ/�)
Gyeongsangnam-do(GB) 20 22,575 3.18/1.38
Seoul-si(SE) 18 19,220 3.31/1.49
Jeollanam-do(JN) 21 21,393 3.36/1.52
Daegu-si(DG) 25 26,950 3.60/1.87
Gangwon-do(GW) 20 21,676 2.73/1.12
Total 104 111,814 3.25/1.54

TABLE VII
STT PERFORMANCE TEST RESULTS WITH VOTE400

Region(G) Gender Acc. M (%) Acc. C (%)
SE M 90 90
SE F 90 80
GW M 80 90
GW F 90 80
DG M 70 80
DG F 90 80
GN M 90 80
GN F 80 80
JN M 70 50
JN F 80 60

in gender and regions. To our knowledge, VOTE400 is by far
one of the largest voice datasets that is oriented to voices of
the elderly. We hope that this dataset will be useful to study
older adult’s voice features and realize voice technologies
that work sufficiently well in elderly-care robotics.
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• Audio Data

collaborating with the Ji-Won Center. Table I shows the
regional distributions of all the participants and the length
of recordings per region.

After the screening and the QA process mentioned in the
previous subsection, we finalized 300 hours of dialog speech
to be included in the VOTE400 dataset. Transcription for
every final speech data was done by human annotators. In
VOTE400, we provide for a recording session in a WAV
file. The audio format of the WAV file is as shown in table
II. Every WAV file is accompanied by a transcription text
file encoded in ISO-8859. The transcription does not include
audio-text alignment information.

TABLE II
VOTE400 DIALOG SPEECH AUDIO FORMAT

Property Value
Format. PCM
Format Settings Little/Signed
Codec ID 1
Bit Rate Mode Constant
Bit Rate. 256
Channel(s) 1
Sampling Rate 16 kHz
Bit Depth 16 bits

The file name of each recording follows the pattern of
<P-ID>_<G>_<A>_<R>_<DT>, where P-ID is a unique
participant ID; G is a gender value (F for female, M for male),
A is a age value, R is a regional code, and DT is the data-time
of the recording session.

Participants and speech audio statistics for VOTE400
dialog dataset are shown in table III and table IV.

TABLE III
DEMOGRAPHICS OF VOTE400 DIALOG SPEECH

Region(R) No. Participants Age (µ/�)
Seoul-si(SE) 251(F:210,M:41) 78.98/5.13
Daegu-si(DG) 108(F:95,M:13) 80.33/6.08
Gyoungki-do(GG) 110(F:83,M:27) 80.17/5.41
Chungcheongnam-do(CN) 6(F:6,M:0) 77.00/3.69
Jeollanam-do(JN) 70(F:56,M:14) 80.76/4.90
Busan-si(PS) 160(F:137,M:23) 78.70/5.51
Daejeon-si(DJ) 96(F:72,M:24) 78.81/5.24
Gangwon-do(GW) 109(F:94,M:15) 80.07/5.50
Gyeongsangbuk-do(GB) 98(F:95,M:3) 80.87/4.48
Gwangju-si(GJ) 87(F:70,M:17) 79.39/5.77
Chungcheongbuk-do(CB) 17(F:17,M:0) 80.47/5.51
Ulsan-si(WS) 58(F:49,M:9) 76.97/4.48
Total 1,170(F:984,M:186) 79.47/5.37

C. Read Speech Data

The total number of elderly participants is 104 and the
total length of recordings is 100 hours. Table VI shows the
statistics of VOTE400 read speech data.

Audio format of the VOTE400 read speech data is as
shown in V, which is slightly different from the format of
the dialog speech data.

TABLE IV
SPEECH AUDIO STATISTICS FOR VOTE400 DIALOG SPEECH

Region(R) Len.(secs) Len.(µ/�)
Seoul-si(SE) 151,010 601.63/239.83
Daegu-si(DG) 60,740 562.42/228.14
Gyoungki-do(GG) 107,935 981.23/357.19
Chungcheongnam-do(CN) 5,193 865.62/293.98
Jeollanam-do(JN) 81,767 1,168.10/294.85
Busan-si(PS) 200,207 1,251.30/255.85
Gangwon-do(GW) 95,420 875.42/158.18
Daejeon-si(DJ) 123,138 1,282.70/293.83
Gyeongsangbuk-do(GB) 71,175 726.28/308.80
Gwangju-si(GJ) 92,699 1,065.52/276.53
Chungcheongbuk-do(CB) 20,135 1,184.41/309.54
Ulsan-si(WS) 70,754 1,219.90/254.43
Total 1,080,179 923.23/380.17

TABLE V
VOTE400 READ SPEECH AUDIO FORMAT

Property Value
Format. PCM
Format Settings Little/Signed
Codec ID 1
Bit Rate Mode Constant
Bit Rate. 705.6 kb/s
Channel(s) 1
Sampling Rate 44.1 kHz
Bit Depth 16 bits

The file name of read speech data follows the pat-
tern of PID_<P-ID>_<DATE>_<SENTENCE-NO>_<R>,
where P-ID is a unique participant ID, DATA is the date of
recording, SENTENCE-NO is a serial number put to each
of the recorded sentences, and R is the region code as
shown in table VI. Each WAV file contains a single sentence,
accompanied by a transcription text file encoded in EUC-KR.

Though the number of sentences chosen and presented to
the participants was originally 2,250, the final total number
of unique sentences in VOTE400 read speech data is 7,832,
due to mistakes and slight variations in real utterances by
older adults.

III. PRELIMINARY EXPERIMENT

We conducted a preliminary experiment by training a
MINDs Lab Inc.’s proprietary baseline speech recognizer(M),
which is based on LSTM architecture, and estimating the
STT accuracy using VOTE400. After fine-tuning the baseline
with 50 hours each of dialog speech data and read speech
data of VOTE400, a simple test with 100 sentences from
different regions was performed and the results are as shown
in table VII, along with the results when the sentences were
tested on a commercial cloud-based STT engine(C).

IV. SUMMARY

We described a Korean speech dataset VOTE400 which is
collected entirely from older adults of more than 75 years
old. VOTE400 contains 300 hours of dialogue speech data
and 100 hours of read speech data, with proficient varieties



48

• Tested with MINDs Lab’s Baseline LSTM-based STT engine
• Fine-tuning with VOTE400 improves performance

Region Gender M(%) G(%)

Seoul Male 90 90
Seoul Female 90 80

Gangwon Male 80 90
Gangwon Female 90 80
Daegu Male 70 80
Daegu Female 90 80
Milyang Male 90 80
Milyang Female 80 80
Jeonnam Male 70 50
Jeonnam Female 80 60
Total 83 77

✤ homepage: https://ai4robot.github.io/mindslab-etri-vote400/

https://ai4robot.github.io/mindslab-etri-vote400/
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• Yolo + Online-learning for visual features in human ROIs
• Filtering out false human detections on reflective surfaces
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• Dataset: 35,000 elderly images with 80,000 ROIs
• 69 attributes

✤ homapage: https://github.com/ai4r/Air-Clothing-MA

https://github.com/ai4r/Air-Clothing-MA
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Robot Social AI
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• Social Cognition and Social Behaviors

for Robots… HOW?

사람 로봇
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• Learning from Human-Human Interaction for Social 
Cognition and Behavior Generation

Robot Brain 
as a Black Box

Situational Video

Speech Text/Audio

Situational Video Dialogue Generation

Co-Speech Gesture

Non-Verbal Interaction 
Behavior

Situational
Audio/Video

Turn-Taking Behaviors
(Verbal/Non-Verbal)



55
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• One of the key elements of social interaction
Evaluation of Social Interaction (ESI) Assessment1

– Approaches, Gaze, Conversation flow, Gesture, Facial expression, ...

• More Attention2, Help listeners comprehend3, Human likeness 
[1] Fisher, A.G. and Griswold, L.A., 2010. Evaluation of social interaction (ESI). Fort Collins, CO.
[2] Bremner, P., Pipe, A.G., Melhuish, C., Fraser, M. and Subramanian, S., 2011, October. The effects of robot-performed co-verbal gesture on listener behaviour. In 2011 11th 
IEEE-RAS International Conference on Humanoid Robots.
[3] Cassell, J., McNeill, D. and McCullough, K.E., 1999. Speech-gesture mismatches: Evidence for one underlying representation of linguistic and nonlinguistic information. 
Pragmatics & cognition.
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• TED Video Dataset
• First large-scale & in-the-wild

dataset
• Why TED talks?

– Large enough
– Various speech content and speakers
– Expect that the speakers use proper 

hand gestures
– Favorable for automation of data 

collection and annotation
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Number of videos 1,766
Average length of videos 12.7 min

Shots of interest 35,685
(20.2 per video on avg.)

Ratio of shots of interest 25% (35,685 / 144,302)

Total length of shots of interest 106.1 h

• homepage: http://ai4robot.github.io/datasets

http://ai4robot.github.io/datasets
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Co-Speech Gesture 
Generation

Speech Text

RNN Encoder

Human Gestures

RNN Decoder

…

Motions

Social robots 
are coming, 

and ...

Train

Motor
control

Natural 
Language

Yoon, Y. et al., Robots Learn Social Skills: End-to-End Learning of Co-Speech Gesture Generation for Humanoid Robots, in the Proc. of The International 
Conference in Robotics and Automation (ICRA 2019).
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Speech Gesture Generation from the Trimodal Context of Text, Audio,
and Speaker Identity

YOUNGWOO YOON, ETRI, KAIST
BOK CHA, Korea University of Science and Technology, ETRI

JOO-HAENG LEE, ETRI, Korea University of Science and Technology

MINSU JANG, ETRI
JAEYEON LEE, ETRI
JAEHONG KIM, ETRI
GEEHYUK LEE, KAIST

Fig. 1. Overview of the proposed gesture generation model that considers the trimodality of speech text, audio, and speaker identity. The model is trained on
online speech videos demonstrating co-speech gestures by using three loss terms. At the synthesis phase, we can manipulate gesture styles by sampling a
style vector from the learned style embedding space.

For human-like agents, including virtual avatars and social robots, mak-
ing proper gestures while speaking is crucial in human–agent interaction.
Co-speech gestures enhance interaction experiences and make the agents
look alive. However, it is di!cult to generate human-like gestures due to
the lack of understanding of how people gesture. Data-driven approaches
attempt to learn gesticulation skills from human demonstrations, but the

Authors’ addresses: Youngwoo Yoon, ETRI, KAIST, youngwoo@etri.re.kr; Bok Cha,
Korea University of Science and Technology, ETRI, bokc@etri.re.kr; Joo-Haeng Lee,
ETRI, Korea University of Science and Technology, joohaeng@etri.re.kr; Minsu Jang,
ETRI, minsu@etri.re.kr; Jaeyeon Lee, ETRI, leejy@etri.re.kr; Jaehong Kim, ETRI,
jhkim504@etri.re.kr; Geehyuk Lee, KAIST, geehyuk@gmail.com.
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© 2020 Association for Computing Machinery.
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ambiguous and individual nature of gestures hinders learning. In this paper,
we present an automatic gesture generation model that uses the multi-
modal context of speech text, audio, and speaker identity to reliably gen-
erate gestures. By incorporating a multimodal context and an adversarial
training scheme, the proposed model outputs gestures that are human-
like and that match with speech content and rhythm. We also introduce a
new quantitative evaluation metric for gesture generation models. Experi-
ments with the introduced metric and subjective human evaluation showed
that the proposed gesture generation model is better than existing end-to-
end generation models. We further con"rm that our model is able to work
with synthesized audio in a scenario where contexts are constrained, and
show that di#erent gesture styles can be generated for the same speech by
specifying di#erent speaker identities in the style embedding space that is
learned from videos of various speakers. All the code and data is available
at https://github.com/ai4r/Gesture-Generation-from-Trimodal-Context.

CCS Concepts: • Computing methodologies→ Animation; Supervised
learning by regression.

Additional Key Words and Phrases: nonverbal behavior, co-speech gesture,

neural generative model, multimodality, evaluation of a generative model

ACM Trans. Graph., Vol. 1, No. 1, Article . Publication date: August 2020.

Yoon et al., “Speech Gesture Generation from the Trimodal Context of Text, Audio, and Speaker Identity.” SIGRAPH ASIA 2020 (accepted)

Speech Text + Speech Audio + Speaker ID à Gesture
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Learning to decide
when and how to perform which interaction behavior
by observing human-human interactions
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• Participants: 100 elderly people (age > 65)
• Data Format: RGBD-S/Robot Joint Angles Video Clips
• Samples: 7,500 sets (100 groups x 10 scenarios x 5 repetition x 3 views)

• homepage: https://ai4robot.github.io/air-act2act/



68Fig. 3: The seq2seq-based behavior generation model. It consists of two LSTMs: an LSTM encoder (colored green) for encoding
human behavior and an LSTM decoder (colored blue) for generating robot behavior. The LSTM encoder produces a hidden
and cell state st and the first unit in the LSTM decoder accepts st and generates the first prediction. Latter units receive the
previous prediction and produce a new one.

TABLE I: Size of training and test data.

Training Test Total

# of interaction samples 738 104 842
# of extracted sequences 17,095 3,825 20,920

In addition, we only used data collected from the apartment
environment and we discarded the data sample that did not
contain exactly two people. Finally, the number of interaction
samples used as training data is 738, and that used as test data
is 104 (Table I). For each sample, the pose sequences of the
person who initiated the interaction are extracted and used as
training input. At the same time, the pose sequences of the
other person are extracted and used as the ground truth robot
behaviors. When M and N are set to 30 and 20, respectively,
a total of 20,920 sequences are extracted, of which 17,095 are
used as training data and 3,825 are used as test data.

B. Experiment Setup

Before training, we transformed the behavior of the human
that a robot should learn, i.e., the partner of the elderly person,
into the action of the robot. Because of the balancing problem,
we did not consider the lower body movement for the robot.
Therefore, 10 joint angles, i.e., pitch of hip and head, pitch
and roll of L/R shoulders, yaw and roll of L/R elbows, were
analytically calculated. Figure 4 shows an example of the 3D

(a) Partner of an elderly person (b) Pepper robot

Fig. 4: An example 3D skeletal data of a partner, and the
transformed pose of Pepper robot.

skeletal data of a partner and the transformed pose of a Pepper
robot.

The hidden state dimensions of the encoder and decoder
are set to be 1024. We used Adadelta for training and set
the learning rate as 0.001. The batch size was set to 64 and
we randomly shuffled the training data for every epoch. we
applied a dropout of 0.5 to prevent overfitting. We adopted
the early stopping mechanism [24] on validation set.

C. Experimental Results

To show the feasibility of the proposed method, three
experiments are carried out with a Pepper robot in the 3D
virtual environment. In the first experiment, we tested four

Fig. 3: The seq2seq-based behavior generation model. It consists of two LSTMs: an LSTM encoder (colored green) for encoding
human behavior and an LSTM decoder (colored blue) for generating robot behavior. The LSTM encoder produces a hidden
and cell state st and the first unit in the LSTM decoder accepts st and generates the first prediction. Latter units receive the
previous prediction and produce a new one.

TABLE I: Size of training and test data.

Training Test Total

# of interaction samples 738 104 842
# of extracted sequences 17,095 3,825 20,920

In addition, we only used data collected from the apartment
environment and we discarded the data sample that did not
contain exactly two people. Finally, the number of interaction
samples used as training data is 738, and that used as test data
is 104 (Table I). For each sample, the pose sequences of the
person who initiated the interaction are extracted and used as
training input. At the same time, the pose sequences of the
other person are extracted and used as the ground truth robot
behaviors. When M and N are set to 30 and 20, respectively,
a total of 20,920 sequences are extracted, of which 17,095 are
used as training data and 3,825 are used as test data.

B. Experiment Setup

Before training, we transformed the behavior of the human
that a robot should learn, i.e., the partner of the elderly person,
into the action of the robot. Because of the balancing problem,
we did not consider the lower body movement for the robot.
Therefore, 10 joint angles, i.e., pitch of hip and head, pitch
and roll of L/R shoulders, yaw and roll of L/R elbows, were
analytically calculated. Figure 4 shows an example of the 3D

(a) Partner of an elderly person (b) Pepper robot

Fig. 4: An example 3D skeletal data of a partner, and the
transformed pose of Pepper robot.

skeletal data of a partner and the transformed pose of a Pepper
robot.

The hidden state dimensions of the encoder and decoder
are set to be 1024. We used Adadelta for training and set
the learning rate as 0.001. The batch size was set to 64 and
we randomly shuffled the training data for every epoch. we
applied a dropout of 0.5 to prevent overfitting. We adopted
the early stopping mechanism [24] on validation set.

C. Experimental Results

To show the feasibility of the proposed method, three
experiments are carried out with a Pepper robot in the 3D
virtual environment. In the first experiment, we tested four
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TABLE II: Accuracy of behavior generation. (GT: ground
truth, 1: bowing to the user, 2: staring at the user for a
command, 3: shaking hands with the user, 4: stretching hands
to hug the user, 5: no to all)

GT
Answer 1 2 3 4 5 Total

1 97.4 0.0 0.0 0.0 2.6 100%
2 0.0 85.1 0.0 0.0 14.9 100%
3 1.8 10.5 61.4 0.0 26.3 100%
4 0.0 0.0 0.0 71.9 28.1 100%

TABLE III: Behavior satisfaction.

Behavior Satisfaction

1 4.1
2 3.9
3 2.9
4 3.1

angles of wrists were unnatural. In order to solve this problem,
we will use additional fingertip joints for pose representation
in future work.

B. Behavior Satisfaction

Taking into account all the naturalness, smoothness and
speed, the participants were asked to assess satisfaction with
each generated robot behavior. It is rated using a five-level
Likert scale: (1) very dissatisfied, (2) dissatisfied, (3) neither
dissatisfied nor satisfied, (4) satisfied, and (5) very satisfied.
As shown in Table III, the average satisfaction was about
3.5 scale, which means that the participants where somewhat
satisfied with the generated behaviors.

VI. CONCLUSIONS

We proposed an end-to-end machine learning method based
on sequence-to-sequence (seq2seq) model so that social robots
can understand and respond appropriately to the user’s non-
verbal behavior. It was composed of two LSTM units, i.e.
an encoder for encoding the previous human pose sequence
and a decoder for generating the next robot pose sequence.
The model was trained using 842 human-human interaction
samples, and it is implemented on a virtual Pepper robot
to demonstrate its feasibility. Experiment results showed that
robots could recognize subtle differences in user behavior and
generate gestures appropriately. In addition, transition to other
behavior occurred naturally when the user’s behavior changed.
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an encoder for encoding the previous human pose sequence
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악수하기

사람 행동 로봇 행위
생성 결과

정답 정답

사람 행동 로봇 행위
생성 결과

울먹이면 안아주기
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Summary
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• We are trying to build AI models and systems for elderly-
care robots.
• Domain specific AI that really works in the real-world 

needs a lot of domain specific data collected from the real-
world; we are doing it.
• You can find our results at:

https://ai4robot.github.com
https://github.com/ai4r

https://ai4robot.github.com/
https://github.com/ai4r
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Thank you!
Contact: minsu jang (minsu@etri.re.kr)


